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COURSE INTRODUCTION 

 

This course on Data Communication and Computer Networking introduces 

students to the fundamentals of how computers communicate over 

networks. It covers key concepts across the OSI layers, from physical 

transmission to application-level protocols. Students will gain practical and 

theoretical knowledge to design, analyze, and troubleshoot network 

systems. 

Module 1: Introduction to Computer Networks 

Covers the basics of data communication, types of 

networks (LAN, MAN, WAN), network topologies, OSI and 

TCP/IP models, types of addressing (MAC, IP, Port), and 

network devices like routers and switches. 

Module 2: Physical Layer 

Introduces physical transmission methods, transmission 

media (wired and wireless), analog and digital transmission 

techniques, modulation and multiplexing, and the concepts 

of bandwidth and channel capacity. 

Module 3: Data Link Layer 

Focuses on reliable data transfer through framing, flow 

control, error detection and correction, and MAC protocols 

such as Ethernet, CSMA/CD, and ALOHA. 

Module 4: Network Layer 

Explains routing techniques and protocols, IP addressing 

(IPv4 and IPv6), subnetting, and essential protocols like 

ARP, RARP, ICMP, and IGMP. 

Module 5: Transport & Application Layer 

Covers TCP/UDP, connection setup, flow/error control, key 

application protocols (HTTP, FTP, DNS, etc.), and basic 

network security. 
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MODULE 1 

INTRODUCTION TO COMPUTER NETWORKS 

 

LEARNING OUTCOMES 

By the end of this Module, students will be able to: 

 

1. Understand the fundamentals of computer networks and data 

communication. 

2. Learn about data flow types (Simplex, Half-Duplex, Full-Duplex). 

3. Differentiate between LAN, MAN, and WAN network types. 

4. Identify various network topologies and their advantages. 

5. Explain the OSI and TCP/IP models and their layers. 
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Notes Unit 1: Introduction to Networking and Communication 

Fundamentals 

1.1 Introduction to Computer Networks Data Communications 

The evolution of computer networks has transformed many aspects of the 

modern world, including the way we access information and communicate 

with one another — forming a vast, interconnected web that encompasses 

the entire planet. Simply put, these are networks that enable data 

communications—communications of information between computing 

devices. This powerful capability has changed everything about the most 

important aspects of modern society — how we do business, how we 

communicate personally, how we educate, how we consume entertainment, 

and much more. However, to understand it, first we need to understand 

what it is, what are its core components, how data is represented, and several 

methods of flow of data which allow this connectivity, as well as their 

importance in our digital world. 

History of Network Systems Architecture 

The data communication system is made up of five components that work in 

cohesion to ensure information is transmitted accurately and effectively 

between devices: You are invariably up to date-based on information from 

the year 2023. The devices that generate or receive this information (e.g., 

computers, servers, smartphones, tablets, etc.) and network infrastructure 

devices (e.g., routers, switches, modems, hubs, and network interface cards 

(NICs)) Many of those hardware components serve as the physical 

pathways of data. Transmission media such as twisted-pair cables, coaxial 

cables, fiber optic lines, and wireless channels form the physical pathways 

that transport signals between devices. The hardware used to send and 

receive data still plays a significant role in the throughput, latency, and 

reliability of such transfers. Software: Whereas hardware makes the physical 

environment, software makes the smart network. They are used for 

managing device resources and offering the necessary services. 

Communication protocols—which are standardized rules that govern how 

data is formatted, transmitted, acknowledged, and received—allow different 

devices to exchange information in a coherent manner. Protocols like 

TCP/IP (Transmission Control Protocol/Internet Protocol) describe in detail 

what needs to happen at a networking layer, with general services from 

creating connections for reliable delivery of packets at the application layer. 

These protocols are used by application software to provide users with 

specific functionality, such as web browsing, email, file sharing, or video 
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Notes conferencing. Data: The content of any network communication is made up 

by data. Data can be in the form of text messages, emails, audio files, 

videos, and complex records in a database. The nature of the data has 

implications regarding how it needs to be processed, encoded and 

transmitted on the network. Depending on the essentials of the data 

transmitted, networks differ, in terms of data types must have the data type 

such, that the appropriate compressions, error checks and security must be 

applied to the information transmitted via the communication networks to 

maintain integrity and confidentiality. Protocols− These are the formal rules 

and governing conventions used for facilitating data communication 

between two communicating devices. Protocols specify things like the 

format of the data, timing, sequencing, error detection and correction, and 

flow control. They range from physical transmission standards for bits to 

higher-level protocols that offer services. Some common protocols are: 

HTTP for surfing the web, SMTP for email transfer, FTP for transferring 

data and DNS for converting domain names to IP addresses. These 

protocols enable seamless communication between diverse devices of 

various manufacturers in heterogeneous networks. 

Rules: Networks have policies, standards, and regulations governing their 

operation as much as they do technical protocols. These rules cover issues 

like access control, security practices, quality of service parameters, and 

regulatory compliance. They can be endogenously defined within 

organizations or arising exogenously through industry standards bodies and 

governmental regulation. These include rules about who can access which 

network resources, how the data within those resources should be protected, 

as well as what levels of performance must be maintained to support critical 

applications. Together, these five elements (hardware, software, data, 

protocols, and rules) work to facilitate reliable data transmission over 

varying distances and network environments through integrated 

communication networks. The successful transmission of data relies on 

each element working harmoniously with others to mitigate the difficulties 

of inadequate signaling, network congestion, security threats and 

compatibility problems. 

Data Representation 

But in order to process and transmit information, all data has to be converted 

into formats that digital systems can crunch. There are several important 

aspects of data representation involved in this process: Binary 

Representation: In the simplest form, computers represent all data with 
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Notes binary digit (bites)—ones and zeroes that correlate to the presence or 

absence of electrical signals. This binary system is the basis of all data 

processing in the digital world. Bits are combined into larger units (most 

commonly 8 bits, or a byte), which are used to represent a character, 

number, or a segment of a more complex data structure. "This binary nature 

of digital systems is useful, because it provides us with a universal language 

that enables us to process, store and transmit many different types of 

information using the same basic system. Character Encoding: Text data 

needs special encoding schemes for mapping characters with their binary 

data. ASCII: One of the first standards used in computers, it used 7 bits to 

represent 128 characters in total, including uppercase and lowercase letters, 

digits, punctuation and control characters. As computing became globalized, 

more comprehensive encoding standards were developed. To expand upon 

this, ASCII was limited by its design: it can only represent American 

English characters, numbers, and punctuation, whereas unicode is the 

ultimate encoding standard for representable characters and can encode 

many characters from writing systems worldwide. UTF-8, a variable-length 

variant of Unicode, is now the dominant form of encoding data on the web, 

efficiently supporting ASCII characters as well as international scripts. 

Format Representation: Computers have so many types of representation for 

the numbers. (8, 16, 32, or 64 bits)  with distinct approaches to signed 

integers. Real values have decimal parts, and are defined in standards like 

IEEE 754 that specify the different types of representations for floating point 

numbers with various precisions. This allows computers to perform 

calculations and manage quantitative data, which underpins everything from 

financial systems to scientific simulations. 

Multimedia Data: Audio, images, and video need different kind of 

representation methods. The connection between analog and digital audio 

occurs when continuous sound waves are converted into discrete digital 

samples, with the sampling rate and bit depth establishing the quality of 

reproduction. Images are represented as pixel matrices, with color values 

assigned to each pixel according to models like RGB (Red, Green, Blue). 

Different image formats, such as JPEG, PNG, and GIF, use different 

compression methods to try to reduce quality for the sake of file size. Video 

data adds the third dimension of time, with sequences of images often 

accompanied by synchronized audio, typically compressed by highly 

sophisticated algorithms to make the vast volumes of data that will be 

generated manageable for storage and transmission. Data Compression: 
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Notes Some communication channels do have limited bandwidth, thus data 

compression is a key technology behind their network commutations. 

Compression methods make data smaller by removing redundancy or 

approaching the original content in ways that maintain critical traits while 

using fewer bits. Lossless compression (ZIP files, PNG images) is a method 

of data compression that allows the exact original data to be reconstructed 

from the compressed data. Lossy compression, used by formats including 

JPEG for your images and MP3 for your audio, gets to significantly higher 

space savings by throwing away less noticeable details. Different 

applications have different data and there are many possible ways on how to 

compress your dataset. Error Detection and Correction Codes When data is 

transmitted over networks, it is susceptible to corruption (signals interfere 

with each other, signals degrade over distance, hardware fails, etc.). Error 

detection codes, such as parity and cyclic redundancy checks (CRCs), enable 

receiving devices to know if an error has occurred. Some codes give not 

only the possibility to detect an error, but to directly reconstruct the original 

msg from the received one (Hamming, Reed-Solomon). However, these 

techniques can significantly improve the reliability of network 

communications in environments where errors can occur during 

transmission. 

The data representation can impact the performance of networks, the 

amount of storage space they need, and the complexity of the processing 

algorithms. Optimizing the representation of information using techniques 

ensures better utilization of available network resources, leading to higher 

transmission speeds and negotiable response times from applications. Just as 

networks adapt to support an ever broder diversity of applications (from 

virtual reality to applied artificial intelligence) increasingly sophisticated 

means of structuring data are certainly continuing to be employed to meet 

the demands of information transfer. 

Data Flow 

Network communications exhibit flow characteristics based on the direction 

and timing of data transfer between communicating devices. This defines 

how these devices will communicate and the kind of applications they will 

be able to host in this time. In the realm of computer networks, there are 

three primary data flow methods:  

Simplex Transmission: Simplex transmission refers to a unidirectional mode 

of communication in which data can only be transmitted from a sender to a 

recipient, with no capability for the recipient to respond or communicate 
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Notes back on the same channel. You have no way to get back from where you 

started, like in a one-way direction. Simplex communication is easy and 

efficient for applications that only require one-way communication, but it is 

limited in its capacity for interaction. Traditional or broadcast media where 

the content producers send a signal to receivers that are mostly passive 

consumers (e.g. TV, Radio) are common examples. Simplex systems are 

found in public address systems in a building or stadium; they allow an 

announcement to be broadcast to listeners, but do not need a response. 

Security cameras that stream video to recording devices are another 

example of simplex communication (there is no need for a camera to hear a 

voice). Simplex mode has the main advantage of its simple implementation 

and dedicated one-way transmission of bandwidth. But, the major drawback 

is it does not provide acknowledgements of messages or retransmission 

requests, so it is not suitable for interaction or applications that need to 

confirm that communication was successful. Half Duplex Communication: 

Half duplex is a communication channel that allows bidirectional 

transmission, but only in one direction at a time. In this alternating fashion, 

traffic can move in either direction, but not at the same time, similar to a 

one-lane road. That means devices take turns transmitting and receiving, 

with mechanisms to coordinate this sharing of the communication channel. 

Two-way radios are an example of half-duplex communication, as users 

need to press a “talk” button to transmit (and release it to listen), meaning 

they can’t speak and hear at the same time. Half-duplex: Collision 

detection1-: Adding to the existing process, traditional Ethernet was based 

on shared media where multiple nodes used a single channel for both 

transmission and reception. Half-duplex was used on early Wi-Fi networks 

until later standards came along. This means that several computer 

peripherals, especially using obsolete interfaces communicate via half-

duplex to the host system. The main advantage of half-duplex over simplex 

is that it allows interactive communications and for both parties to make a 

contribution to the exchange. Unfortunately, the requirement of turn-taking 

adds latency and lowers effective throughput relative to full-duplex 

systems, which could slow things down significantly in data-heavy 

applications. Full-Duplex Communication: Full-duplex facilitates 

bidirectional communication, enabling devices to send and receive data 

simultaneously. This way is similar to a two-lane road, with traffic moving 

in both directions unimpeded. Full-duplex systems allow data to transfer in 

both directions and fully utilize channels, reducing latency. Modern 
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Notes telephone networks are a prime example of full-duplex communication in 

which the parties conversing can speak and hear each other at the same 

time. Full-duplex operation is typically employed in modern computer 

networks such as switched Ethernet and modern Wi-Fi standards to 

maximize performance. For high-volume traffic, point-to-point links 

between network devices, such as routers in Internet backbones, typically 

use full-duplex. Full-duplex mode doubles theoretical throughput over the 

half-duplex version, achieving this by utilizing the full bandwidth 

simultaneously in both directions. This also means that full-duplex allows 

for a reduction in latency by avoiding the overhead behind coordinating 

heater data-1 transmission turns, making this transmission mode inherently 

more suited for applications that require immediate response, like hearing 

the sound of a bus that is close to you. Full-duplex systems require more 

complex hardware and protocols to manage the simultaneous streams 

without interference, but they generally yield higher overall throughput 

when communication is bidirectional. Whether data is sent from the broker 

using callback functions or pushed without a callback function depends on 

the particularities of the app, its supporting technologies, and any resource 

constraints. Simplex: Used to send the data in parallel; TV--Sending the 

information in one direction; Half-duplex: Allow two-way communication; 

lower complexity than full duplex; Full duplex: Permanent two-way; As 

hardware becomes cheaper and the need for bandwidth increases, the 

modern network increasingly supports full-duplex mode over its half-

duplex counterpart due to the enhancements it has on performance. Learning 

these types of data flow patterns help network designers choose the correct 

technology and protocols to meet their particular communication needs. 

These three basic components and their interaction of data representation 

and data flow methods will govern the potentiality and performance 

characteristics of computer networks. With technological progress, network 

sophistication improves,-pays attention to how information is transmitted, 

processed, and provided. 

Q10 Network Topologies and Architectures 

Network device performance, reliability, and scalability are greatly affected 

by their physical and logical arrangements. Different network topologies 

have different benefits and constraints: 

Bus Topology — All the devices connect on a single communication line 

(the bus). Well almost everything is heard by everyone on the bus as data 

transmitted by any device goes over the bus and is received by all devices 
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Notes connected to it although only the intended recipient processes that particular 

data. For small networks it minimizes cabling and is simple to implement. 

But it creates a single point of failure—when the main bus fails, the whole 

network becomes non-operational. Also, more devices created more chances 

for collisions, degrading the performance each time a new device was added 

to the bus. Copper Ethernet networks using coaxial cable have typically 

been constructed using a bus topology, and have since been replaced by 

more resilient arrangements in later generations. Star TopologyInthis 

configuration devices are connected to a hub or switch that serves as a 

central connection point for the individual devices. Any communication 

goes through the central device, which is responsible for data routing 

between endpoints. Star topologies are easier to troubleshoot and isolate 

failures since problems with one connection usually do not have an impact 

on others. It also allows for easier management and monitoring of the 

network due to its centralized nature. Most are built on a star topology, with 

switches at the convergence points. The major downside is that all devices 

are dependent on the central device—if it fails, all the devices connected to 

it lose network access too. Star topologies also require more cabling than 

bus topologies, and can therefore be more expensive to implement. Ring 

Topology: Ring networks form a closed loop with each device connected to 

two neighbors. Data moves one way around the ring, passing through each 

device in turn on its way to its destination. This topology was used by 

traditional token ring networks, which used a special signal (token) to 

control who could transmit over the network and to avoid collisions. 

However, the way that nodes are connected helps facilitate how much a 

device has access to the network. But they share with bus topologies the 

problem of resilience — a break in the ring can bring the whole network 

down.  

Modern high-speed networks such as SONET (Synchronous Optical 

Network) and FDDI (Fiber Distributed Data Interface) have been developed 

dual-ring topologies, providing more reliability via redundant paths. Mesh 

Topology: In mesh networks, some or all devices are directly connected, 

resulting in multiple pathways for data transmission. In a fully meshed 

network, every device connects directly to every other device, thus giving 

the maximum redundancy, however, needs n(n-1)/2 connections for n 

devices — an impractical arrangement for larger networks. Partially meshed 

network allows redundancy to be balanced with complexity, but only direct 

links will be configured between critical nodes. For high availability, mesh 
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Notes topologies characterized by multiplex and diversity are often deployed in 

the Internet backbone networks, providing paths between physically diverse 

nodes with redundancy in case some network links fail. Mesh networks 

provide greater reliability through path redundancy, but entail considerable 

complexity for routing decisions, as well as many watts worth of 

infrastructure. Hybrid Topologies: In reality, many networks combine these 

basic topologies in ways that meet additional requirements. An example 

might be a large enterprise network that implements a hierarchical design 

with individual department networks connected in a star topology through a 

higher-level mesh backbone. Hybrid topologies — In these topologies, both 

mesh and star varieties are integrated together to satisfy as per requirements 

need for reliability, performance and cost. 

How such networks operate independent of physical topology, provided in 

terms of their logical architecture, is further defined by networks: 

Client-Server Architecture: Client-server model identifies client side 

responsible for requesting services and server side providing those services. 

Servers usually have much higher process, storage and special software, that 

can help servers to provide response for multiple client requests. The most 

well-known include web servers serving their browsers requests, file servers 

that store documents, and database servers that hold structured information. 

Client-server models become an efficient way to centralize control and 

administration of servers while providing resource sharing and uniform data 

management. However, they create potential bottlenecks and single points of 

failure at the locations of the servers. Peer-to-Peer: You have devices that 

serve both as clients and servers in a peer-to-peer architecture. This 

distributed model increases resilience against single-point failures and 

allows for organic scaling as new nodes enter the network. Peer-to-peer 

architectures such as those in file-sharing networks (e.g., Gnutella), 

cryptocurrency systems (e.g., Bitcoin), and some collaborative applications 

(e.g., Skype) divide processing and storage needs among the devices in the 

network. Although they provide benefits in terms of resilience and 

scalability, peer-to-peer networks usually have more issues with security 

enforcement, resource discovery, and proper performance, since they are not 

centralized. This, in turn, requires the choice of topologies and architectures, 

which is determined by the size and number of the networks, budget, 

performance, reliability, and expansion. Approaches based on strata that can 

be nested within each other are now the common framing of operations that 

are applied within modern networks, with models of hierarchy of systems 
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Notes architected to optimize for an appropriate balance of performance, 

manageability and resilience. 

Media and Transmission Technologies 

The underlying mechanisms by which signals are propagated and supported 

are the physical channels, which play a very fundamental role in the 

capabilities and performance of networks. Different transmission media 

have different characteristics in bandwidth, distance limitations, 

susceptibility to interference, cost: 

Figure 1.1: Types of Transmission Media 

 

Wired Connections: Guided Media 

Twisted-Pair Cable: The most widely used networking medium is made of 

insulated copper wires twisted together in pairs for the purpose of reducing 

electromagnetic interference. Most office and home networks use 

unshielded twisted-pair (UTP) cables rated for various performance levels 

(Cat5e, Cat6, Cat6a, Cat7, etc.). Shielded twisted-pair (STP) versions 

incorporate metallic shielding to provide better noise immunity in noisier 

environments. These cables offer performance at reasonable distances (up to 

10 Gbps on short runs with higher categories) vs. price and simplicity of 

setup. But they are susceptible to electromagnetic interference and signal 

degradation after beyond 100 meter. Coaxial Cable: A central conductor 

with an insulating layer around it and a conductive shield preventing 

interference, coaxial cable provides more noise immunity and a better 

bandwidth than twisted-pair wiring. Older Ethernet networks used thick and 

thin coaxial variants with modern-day cable television networks using coax 

to support broadband internet delivery. Coaxial cables can carry higher 

frequencies over greater lengths than twisted-pair, but their size and expense 

have limited their application to new networks. Fiber Optic Cable — Fiber 

optic cables use strands of glass or plastic to carry typically light pulses and 
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Notes have dramatically greater bandwidth (terabits per second potentially) and 

distance capabilities (kilometers with no repeaters) than copper. 

They give you total immunity to electromagnetic interference and also 

better security because they do not radiate detectable signals. With a small 

core size and a laser light source, single-mode fiber supports the longest 

distances and highest bandwidths, which is why it is typically used in 

telecommunications backbones. On the other hand, Multimode fiber, due to 

its larger core which allows for multiple light paths, is more cost-effective 

for shorter runs within a campus and within a building. While fiber optic 

deployments have performance benefits, they demand specialized 

installation skills and termination equipment that costs more than copper 

cabling. 

Media (Unguided) (wireless connections): 

Radio Frequency Communications: Wi-Fi network working in the 2.4 GHz 

and 5 GHz bands supported physical cabling — leading to mobility and 

eliminating physical cabling requirements for network connectivity. The 

family of IEEE 802.11 standards outlines progressively more capable 

protocols, from 802.11b (11 Mbps) to today's 802.11ax (Wi-Fi 6) 

implementations capable of multi-gigabit throughput when the stars align. 

RF technologies strike a balance between convenience and performance 

limitations such as interference sensitivity, security issues, and signal 

attenuation by barriers. Cellular data networks (4G LTE, 5G) provide 

access to mobile data across wide areas. Microwave Transmission: Point-to-

point microwave links provide high-bandwidth connections between distant 

locations where physical cabling is impractical. Terrestrial microwave 

systems operate in line-of-sight propagation paths between closely aligned 

dish antennas, making this technology less commonly applied in 

mountainous or tightly populated venues. Satellite microwave 

communications provide a solution to these limits of geography, albeit with 

substantial latency imposed by distance traveled. Both approaches offer 

important connectivity solutions for remote regions and backup links for 

essential network routes. Infrared Transmission — A line-of-sight, short-

range solution that operates in wavelengths just below visible light and not 

subject to radio frequency regulation or interference. In consumer 

applications it includes television remote controls, as well as some 

peripheral connections, while IrDA (Infrared Data Association) standards 

previously provided data transfer capabilities between mobile devices. 

Infrared has found most of its use in the short-distance data transfer domain, 
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Notes however, as its need for direct line-of-sight and limited range have kept it 

out of the mainstream modern networking world while RF technologies 

have captured the vast majority of wireless applications.  

Light-Based Communications: Emerging visible light communication 

(VLC) technologies, sometimes referred to as Li-Fi, modulate LED lighting 

to transmit data while also serving as lighting. These systems can provide 

potentially massive bandwidth on environments where traditional RF 

communications have regulatory limitations or interference issues (hospitals, 

aircraft, industrial plants, etc.). Light-based communications are still 

developing too — but they show how innovation expands the range of 

transmission options available. conceptually when a customer pays for the 

services of an appropriate transmission media, they agree to a number of 

conditions that include distance requirements, bandwidth needs, installation 

constraints, security considerations, and budget limitations. Such networks 

often mix media, with fiber for high-capacity backbones, twisted-pair in the 

workspace, and wireless technologies that trade capacity for mobility and 

flexibility. Transmission technologies must also change to satisfy the higher 

data communication needs in more diverse fields than ever, all the while 

ensuring consistently high throughput levels with optimal reliability and 

manageability. 

Standards and Protocols in Networking 

Protocols are the rules and processes that enable communication between 

network devices. These standardized conventions encompass a broad array 

of domains in their specification for data exchange and interoperate in a 

layered protocol stack to contend with the myriad challenges of 

communicating over a network:  

The OSI Reference Model: The Open Systems Interconnection model 

provides a conceptual framework that breaks network functions down into 

seven unique layers, where each layer is dependent upon the services 

provided by the layers below it: Physical Layer: Specifies the electrical, 

mechanical, and functional standards for establishing and sustaining 

physical links, including types of cables, contract designs, signal voltage 

levels, and speed of transmission. Second-Layer: Data Link Layer: Control 

node-to-node transfers with reliability, such as frame synchronization, flow 

control and error detection. This layer separates into two sublayers: The 

Media Access Control (MAC) sublayer, which manages hardware 

addressing and channel access, and the Logical Link Control (LLC) 

sublayer, which deals with flow control and error correction. 



  
  

14 
 

MATS Centre for Distance and Online Education, MATS University 

 

Notes Network Layer: Offers logical addressing and defines invocations for the 

mediating datagram transmission function, providing communicating units 

to transfer across multiple nodes. IP (Internet Protocol) runs here as well, it 

deals with addressing and routing. Transport Layer – It provides complete 

data transfer by controlling end to end connections, dividing messages for 

transfer, error recovery, and flow control. TCP (Transmission Control 

Protocol) offers connection-oriented, reliable delivery, whereas UDP (User 

Datagram Protocol) gives connectionless, lower-overhead transmission for 

applications that can afford to lose a bit of data. 

Application Layer: Where networked applications and their corresponding 

application layer protocols reside. 

Presentation layer: The layer in which the translation of data formats 

occurs, as well as encryption and compression, formatting data for 

presentation, among other transformations that need to happen to ensure that 

different systems and representations of data can work together. Application 

Layer — User services and resource sharing — Network services are 

provided directly to end user applications, including resource sharing, file 

transfers, message exchange, remote access, etc. Although the OSI model 

serves as a detailed theoretical guide, most network implementations in 

practice use simplified protocol stacks, the most notable being the TCP/IP 

model. 

TCP/IP Protocol Suite: A practical four-layer infrastructure that underlies 

internet communications and most contemporary networked systems: 

Network Interface Layer: Roughly similar to OSI Physical and Data Link 

layers; hardware interfaces and drivers to connect devices to the 

transmission medium. Ethernet, Wi-Fi, and other link layer technologies 

work on this level. Internet Layer: Analogous to the OSI Network layer, this 

layer takes care of logical addressing and routing across different networks. 

At the core of the network layer is the Internet Protocol (IP) itself, with the 

IPv4 and IPv6 variants providing a global method of addressing. Other 

supporting protocols include ICMP (Internet Control Message Protocol) to 

report errors and for diagnostic purposes and routing protocols such as 

OSPF (Open Shortest Path First) and the BGP (Border Gateway Protocol). 

Transport Layer: As in the OSI layer of the same name, this level presents 

end-to-end communication services. It provides reliable, connection-oriented 

service, with acknowledgments, retransmission of lost packets, flow control, 

etc. UDP provides a simpler, connectionless service for applications where 

speed is of the essence, such as real-time streaming media. Application 
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Notes Layer — Merges layers 7, 6, and 5 from the OSI model, offering 

application-specific protocols for a network. Major protocols encompass 

HTTP (Hypertext Transfer Protocol) utilized in web browsing, SMTP 

(Simple Mail Transfer Protocol) and IMAP (Internet Message Access 

Protocol) for email, FTP (File Transfer Protocol) designated for file 

transfers, DNS (Domain Name System) for name resolution, and numerous 

others catering to different application needs. 

Essential Protocol Standards and Bodies: Several standards organizations 

oversee protocols to promote interoperability between different 

implementations: 

Institute of Electrical and Electronics Engineers (IEEE): responsible for 

standards development at the physical and data link layers; includes 802.3 

(Ethernet) specifications (802.3ab, 802.3z) and 802.11 (wireless networking) 

standards (802.11b, 802.11g, 802.11n) IETF (Internet Engineering Task 

Force): Develops and promotes open internet standards via an open process 

whereby technical specifications are published in a series of documents 

called RFCs (Requests for Comments). The IETF RFCs underlie many of 

the protocols used on the internet today including TCP/IP, HTTP, and many 

other internet technologies. ITU (International Telecommunication Union): 

Sets world standards for telecommunication and radio communication, 

including but not limited to radio spectrum allocations, rules for public 

networks, etc.  W3C (World Wide Web Consortium): Develops standards 

for web technologies like HTML, XML, CSS, and other specifications that 

ensure a consistent experience across different devices on the web. Protocol 

Evolution and New Standards: Networking protocols have evolved over 

time to meet new needs and to improve the shortcomings of older 

implementations: IPv6: IPv4 address exhaustion was solved with the IPv6 

as it provides a huge addressing space (128-bit vs. 32-bit scheme), simplifies 

the header format for efficient routing, supports built-in security features, 

and improved mobile support.  

HTTP/2 and HTTP/3: These two newer versions of the web protocol work 

to reduce latency by implementing multiple new features such as 

multiplexing, header compression, and server push capabilities, while 

HTTP/3 improves performance by running over QUIC (Quick UDP Internet 

Connections) rather than TCP. This is a long article, so I am not going in 

depth on anything except protocols, which is where the protocols underlie 

the application layer, which is the top layer of the TCP/IP stack. By 

understanding network protocols, administrators can identify and 
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Notes troubleshoot communication issues, find ways to improve network 

performance, and ensure that different systems and applications can work 

together effectively. This model provides more flexibility as you can scale 

up without changing the entire network stack, which means incremental 

improvements can be made without being backward-compatible with 

existing systems. As networks become more indispensable to business 

processes and everyday life, safeguarding their integrity and ensuring their 

flawless functioning become top priorities. Comprehensive approaches to 

network security and management target threats from outside attackers and 

inside breakdowns: 

Security Issues, Challenges, and Solutions: 

Protection of confidentiality means at this level, encryption technologies are 

used to make the data completely unintelligible to anyone who is not 

authorized to view it. Symmetric encryption algorithms, such as AES 

(Advanced Encryption Standard), are faster and used to protect bulk data, 

whereas asymmetric algorithms, such as RSA, are employed for secure key 

exchange and digital signatures. Transport Layer Security (TLS), which is 

used to protect network communications, builds on these approaches, 

creating encrypted tunnels for online web browsing, email and other 

applications. Wireless technologies garnish this security for the public 

networks and VPNs provide the same cost-effective approach for remote 

access to organizational resources. Integrity Checks: Integrity checks help 

detect unauthorized changes, preventing data from being altered during 

transmission or storage. Cryptographic hash functions such as SHA-256 

produce fixed-length digests and that output changes significantly if even 

one bit in the original message is changed. We can combine hashing with 

shared secret keys to create Message Authentication Codes (MACs) that 

confirm both data integrity and sender authenticity. Digitial Signatures use 

assymetric cryptography that adds non-repudiation to the equation, which 

makes the signer unable to credibly deny that they signed a message. 

Authentication systems: Verify user and device identity to prevent 

unauthorized access to network resources. Brute force attacks and credential 

theft are becoming a big problem for traditional password-based 

authentication. To improve security, machines may utilize numerous factors, 

which include knowledge factors (passwords), possession factors (security 

tokens or mobile devices), and inherence factors (biometrics). Protocols like 

Kerberos offer secure authentication methods in distributed settings, 
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Notes whereas certificate-based systems establish trusted identities using Public 

Key Infrastructure (PKI) frameworks. 

Access Control: Policies defining which authenticated users can access 

certain resources implement the principle of least privilege by providing 

only the exact permissions minimum required for legitimate activity. Role-

Based Access Control (RBAC) simplifies administration in large 

organizations by assigning permissions to functional roles, rather than 

individual users. Use VLANs and firewalls to create security zones with 

varying levels of protection based on the sensitivity of the data and the 

requirement of access. Threat Detection and Response: Threat detection 

detects potential security incidents before they lead to damage. Intrusion 

Detection Systems (IDS) scan network traffic for unusual patterns that fit 

known attack signatures or deviate from established baselines. SIEM 

platforms aggregate and correlate data from disparate sources in order to 

identify multi-vector attacks that may not be caught by individual security 

controls. Use incident response procedures for a systematic way of 

containing breaches, eliminating threats and restoring affected systems. 

Change Management: This helps in verifying changes made to a network 

and confirming that unauthorized changes have not been made. Admin can 

create an automated Configuration as code, So it can be used to deploy the 

same configuration in such a way no human error and same policies can be 

applied across multiple devices. Version control systems also track what 

settings were changed, meaning that a rollback to previous settings is simple 

if you find that new settings lead to an unanticipated problem. Performance 

Monitoring – Continuously measuring network metrics can show you 

patterns that can help to state issues before they affect end-user experience. 

Performance metrics are also collected, such as bandwidth usage, latency, 

packet loss, and metrics specific to devices such as CPU and memory usage. 

Acting system establishes baselines when the monitoring system operates 

normally so that metrics beyond defined thresholds are alerted. 

Analysing historical performance data backs storage planning activities by 

highlighting trends which might trigger a need for an upgrading of 

infrastructure Fault Detection and Auto Resolution: Automated systems to 

detect and diagnose network failures leading to an almost zero service 

disruption. Fault management tools employ methodologies such as ping 

tests, traceroute analysis, and SNMP (Simple Network Management 

Protocol) polling to identify failing network segments. If they also use fault 

correlation, which can be especially useful when related symptoms appear at 
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Notes the same time, those advanced systems can find root cause. Robust designs 

with automatic fail-over capabilities ensure continued connectivity 

whenever components fail, and managed recovery procedures re-establish 

normal operation after addressing the underlying cause. Accounting and 

Resource Allocation: Usage tracking back integrals technical planning and 

business operations. Traffic monitoring can help identify heavy users and 

applications that might benefit from traffic shaping or capacity scaling. 

Storage management allows allocating network-attached storage resources 

depending on departmental requirements and priorities. In shared vs. private 

infrastructure scenarios, you can build a cost-recovery model for operating 

such environments by implementing chargeback systems that tie usage of 

network to business units or customers. 

Simple Network Management Protocol (SNMP): A standardized protocol 

for monitoring and managing network devices through a unified interface. 

Managed devices also have SNMP agents that gather and expose contextual 

information and respond to queries from management stations, generating 

traps (notifications) when something happens so they can notify the 

manager. Older versions of SNMP couldn’t effectively secure management 

traffic from eavesdropping and tampering, but SNMPv3 introduces security 

features, authentication, and encryption capabilities. NetFlow and IPFIX: 

Hooking deep into the packet-life cycle, these traffic analysis protocols 

gather detailed information about network flows — source and destination 

addresses and ports and protocols and volume metrics. This level ofgranular 

visibility enables administrators to detect abnormal traffic patterns which 

may signal security threats, as well as optimize routing configurations and 

plan capacity expansion based upon real-world usage trends. [7] Integrated 

Management Platforms: These comprehensive tools combine monitoring, 

configuration, security and reporting functions in unified interfaces that help 

to simplify complex network administration. These platforms usually offer 

visualization of your network in the form of topology maps, dashboard 

displays, and reports that allow you to visualize and generate reports from 

your raw data. Automation features lessen routine administrative loads 

through timed tasks, policy-based configurations, and programmable 

workflows. Balanced approaches are necessary to protect critical assets 

through network security and management without unduly constraining 

legitimate transactions. Organizations use defense-in-depth strategies that 

integrate multiple protective layers to create resilient networks that retain 

functionality when individual security controls fail. And similarly proactive 
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ensuring the level of reliability that businesses and individuals alike now 

require from their network infrastructure. 

Conclusion 

Data communications and computer networks are among the most 

significant technological drivers in human history, radically shifting the 

way we exchange knowledge, transact business, and socialize. These 

systems represent amazing interactions, from the physical devices forming 

communication channels to the complex protocols governing the exchange 

of data, and they continually evolve to provide new solutions to current 

conditions and formats. These pieces, be they hardware, software, data, 

protocols or rules, which are the basic elements of data communications 

work together in harmony to enable the reliable and efficient exchange of 

information across a complex, heterogeneous environment. Data in the 

format we can cryptography in a universal way, however various forms of 

the binary formats or cryptography can be used for multimedia text numbers 

etc. Simplex, half-duplex, and full-duplex describe the direction of the data 

flow interactions that differ in the amount of data that can be transmitted and 

received by a communication system. As the nework technologies are 

getting more and more mature, we are seeing wonderful convergences of so 

many things that were kept apart. Introduction: convergence of voice, video 

and data In a telecommunication network, voice, video and data 

communications are more and more sharing common infrastructure, unified 

by fundamental principles underlying the digital information processing. 

Data has the potential to revolutionize industrial processes, and the Internet 

of Things (IoT) is a prime example of this opportunity, where it connects 

billions of common objects to the network, which will open the door to a 

new world of automation, monitoring, intelligent systems, etc. Emerging 

technologies such as 5G wireless networks, software-defined networking 

and artificial intelligence-augmented management tools are also offering 

new ways to change how we build and operate communication systems. The 

principles of computer networks and data communications are fundamental 

knowledge for technology professionals of all kinds, whether you are a 

network engineer, security specialist, application developer, or IT strategist. 

And yes, this knowledge also empowers those who are not specialists to 

utilize these systems and technologies on a day-to-day basis with better 

understandings to make sound decisions regarding technological use, 

security, and digital communication. As we rely more and more on 
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Notes networked systems, so the need for good, secure, efficient data 

communications will only grow. The foundations detailed in this section — 

components, data representation, and flow methods — make up the 

conceptual structure for understanding both today’s technologies and 

tomorrow’s possibilities in this exciting and critical area. 

Types of Networks and Network Topologies 

Introduction to Network Types 

Root Concept of Computer Networks Computer networks enable the sharing 

of resources and services between devices and systems over a distance. 

Networks are classified based on their geographical coverage which affects 

their design topologies and implementation cost as well as their performance 

characteristics. Local Area Networks (LAN), Metropolitan Area Networks 

(MAN), and Wide Area Networks (WAN) are three main types of networks 

classified on the basis of their area. 

Local Area Networks (LANs) 

Local Area Network (LAN): A LAN is the most basic type of network and 

the one most commonly used; it typically covers a small geographic area, 

such as a building, home, office, or campus. These networks typically have 

high data transfer rates, low latency, and are under the direct control of a 

single organization or entity. 

Characteristics of LANs 

There are some key features that make LAN the need for local computing 

environments. One, they provide high data transfer rates from 100 Mbps to 

10 Gbps or higher with recent technologies. This fast transfer rate enables 

the effective distribution and collaborative use of resources among 

connected devices. This low latency is due to the physical closeness 

between devices on a LAN, allowing data to go from one point to another 

with very little delay time. The need for minimal latency is essential for apps 

that demand real-time interaction, including video conferencing, online 

gaming, or collaborating on a document. Limited scope provides LANs with 

centralized management and security controls as well. A comprehensive 

security policy can be enforced more easily; network traffic can be analyzed 

selectively, and issues along a specific path can be investigated more easily. 

They have the power to allocate resources like bandwidth, storage, and 

access permissions. 

Common LAN Technologies 

Ethernet evolved significantly from its 1980s introduction and still 

dominates technology for implementing LANs. Recent Ethernet standards 
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Notes allow for much diversity in transmission medium, including twisted pair 

copper mediums, fiber optics and wireless mediums, with speeds ranging 

from 10 Mbps in old installations to 100 Gbps in modern installation. Wi-Fi 

(IEEE 802.11 standards) has emerged as one of the most popular 

implementations for wireless LANs (WLANs), providing flexibility and 

mobility without the limitations of physical cabling. Wi-Fi standards before 

this were derived to provide enhanced performance and capacity with more 

power savings — current 802.11ax or wi-fi6 are examples of that. 

LAN Applications 

There are many practical uses of LANs in many environments. In higher 

education, they allow students and faculty to share access to devices such as 

printers, scanners, and storage devices, reducing hardware costs and 

maximizing device usability. They enable users to share files and collaborate 

on work such as documents presentations and databases, of improved 

productivity and teamwork. Another critical application of LANs is in 

educational institutions where computer labs, administrative systems, and 

classroom technologies are linked together creating a coherent learning 

platform. Compliance with Trellix, however, has also been visited by 

school systems giving support for specialized academic applications, digital 

libraries, and online learning platforms outside of physical classroom 

environments. Wireless connections have become more significant, with 

home LANs playing a crucial role in linking smart home devices, 

entertainment systems, and IoT amenities. These networks power streaming 

media services,  online gaming, remote work, and home automation, turning 

homes into integrated digital spaces. 

MAN: Metropolitan Area Networks: 

Metropolitan Area Networks (MANs) fall between LANs and WANs, 

spanning a geographical area equivalent to a city or large campus. For 

interconnections of buildings or sites within the metropolitan area with 

high-speed connectivity from fiber optic networks over a distance range of 5 

to 50 kilometers. 

Characteristics of MANs 

The scope of MAN  lies between that of WAN and LAN. Usually, they 

provide data rates of hundreds of Mbps to several Gbps, to handle the 

bandwidth needs of multiple agencies or different departments of a large 

enterprise. MANs can have a variety of ownership and management 

models. Some are owned and operated by telecommunications companies 

or internet service providers (ISPs) that provide connectivity services to 
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Notes multiple customers. Some others may be owned privately by large 

corporations, municipalities or educational institutions to interconnect their 

distributed properties. We frequently hear the term MAN in the context of 

business networking, as it provides connectivity for urban sites, such as 

connecting government offices, business districts, healthcare, and 

educational institutions. These interlinking and disparate systems lay the 

groundwork for smart city plans that rely heavily on interconnected public 

services and systems, from traffic management systems, surveillance 

networks, emergency response coordination, and more. 

MAN Technologies 

There are several technologies that are used in the MAN implementations. 

This Metro Ethernet service will take Ethernet based protocol and services 

beyond LAN and offer a well known interfaces and compatible service over 

metropolitan distances. This technology uses the optical fiber infrastructure 

to provide a high-bandwidth link between multiple sites. SONET 

(Synchronous  Optical Networking) and SDH (Synchronous Digital 

Hierarchy) SONET/SDH standardized protocols for the transmission of 

large amounts of data over fiber. In the past, these technologies have been 

extensively deployed in telecommunications backbones and MANs, 

providing reliable, high-capacity links and built-in redundancy and fault 

recovery mechanisms. Fiber Distributed Data Interface (FDDI) was one of 

the early MAN technologies, which used token ring topology and was aimed 

at supporting fiber optic networks in metropolitan area. FDDI, although not 

as common in new deployments due to the availability of cheaper 

alternatives, contributed many concepts carried into later MAN 

technologies. MAN implementations have also seen significant inroads in 

wireless technologies. Worldwide Interoperability for Microwave Access 

(WiMAX) — This offers wireless broadband connection over large 

distances, acting as an alternative to wired infrastructure, especially in areas 

where laying fiber is difficult or very costly. 

MAN Applications 

METROPOLITAN AREA NETWORK(MAN)MANs are used in a variety 

of METRO environments. While university campus networks link different 

campuses or buildings together, METs connect a lot of campuses or 

buildings of universities into singular academic networks that share 

resources, administrative systems and educational content. Likewise, they 

connect the distributed facilities of health care systems so that medical 

records, telemedicine services and collaborative diagnosis can flow across 
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Area Networks link city offices, public service, and emergency response 

centers, enabling effective administration and coordinated delivery of 

services to the residents. They provide urban traffic management systems, 

public safety networks, environmental monitoring, etc. MANs are used by 

business organizations that have more than one location in a city to make a 

seamless enterprise network to connect headquarters, branch offices, 

warehouses and distribution centers. These include unified communications, 

enterprise resource planning systems and business continuity strategies. 

Wide Area Networks (WANs) 

WAN (Wide Area Networks) WANs are the largest types of computer 

networks that cover a large area like a country, continent, or the world. 

They allow the connection of distributed local area networks (LANs) and 

metropolitan area networks (MANs), linking units from every corner of the 

world and allowing sharing of resources globally. 

Characteristics of WANs 

Ambiguous on WANs: WAN (Wide Area Network) covers a wide area; it is 

a telecommunication network or computer network that extends over a large 

geographic area. This wide ranging nature allows for worldwide 

communication and data exchange, but also introduces technical hurdles 

surrounding transmission delays, dependability, and different legal 

frameworks. In contrast to local area networks (LANs), which are usually 

owned and governed by a single company, wide area networks (WANs) are 

oftentimes leased and provided through telecommunications providers and 

ISPs. These providers lease Wide Area Network (WAN) connections to 

organizations, leveraging public infrastructure while providing private 

communication channels over VPNs. WAN performance characteristics are 

very different from those of LANs. Traditional WAN connections have 

always provided less bandwidth than direct WAN connections, from a few 

Mbps to hundreds of Mbps, although modern fiber optic backbones can 

deliver multiple Gbps. Latency is already higher due to phsyical distance, 

with intercontinental networks potentially facing hundreds of milliseconds 

of lag. 

WAN Technologies 

Different technologies support WAN communications over different 

distances and performance levels. Leased lines use dedicated point-to-point 

connections between locations; they provide continuous bandwidth and 

security at a high cost than shared infrastructure alternatives. Packet 
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Notes switching technologies, such as Frame Relay and Asynchronous Transfer 

Mode (ATM), can establish virtual circuits across shared network 

infrastructures, offering lower-cost options while still providing acceptable 

performance for many applications. WAN — The Internet(Internet is the 

basis for the many modern WAN implementations and offers global 

connectivity based on standard protocols and public infrastructure). VPNs - 

Virtual Private Networks create a secure tunnel over the internet which 

allows organizations to use the public network to transfer sensitive data 

without impacting security. The adoption of packet-based WANs by 

carriers led to the widespread use of Multi-Protocol Label Switching 

(MPLS) for traffic engineering, quality of service controls, and inter-

protocol support within a single framework. Due to MPLS routing traffic per 

its preconfigured paths, MPLS networks provide greater performance and 

reliability than traditional IP routing calculations. SD-WAN (Software-

Defined Wide Area Networking) is an evolving approach that decouples 

network hardware from control mechanisms to enable more flexible, 

centralized management of distributed networks. SD-WAN solutions can 

intelligently route traffic over broadband, cellular, and MPLS connections 

according to application-level characteristics, current network conditions, 

and specific policies. 

WAN Applications 

Our WANs support many of these mission-critical applications from 

enterprises and society around the world. They provide the backbone of 

enterprise networks for global enterprises, enabling interconnections 

between headquarters, regional offices, manufacturing plants, and 

distribution centers across the globe. These companies provide networks 

that enable global business processes, enterprise resource planning systems, 

and platforms for unified communication. WANs form the backbone of 

international financial systems that demand real-time transaction 

processing, market data distribution, and interbank communication. These 

networks provide the trust and settlement layer for native value in a 

financial systems and global payment backbone. Content delivery networks 

(CDNs) use WAN infrastructures to deliver digital content — such as 

websites, videos and software updates — closer to end users for enhanced 

performance and lower bandwidth costs. These are globally-distributed 

systems, which cache (temporarily store) content in many places around the 

world, analyzing user deployment of data and providing optimized delivery 

for the data closest to the user. WAN networks are the backbone of cloud 
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around the globe. With applications and data pushing deeper into the cloud 

and out of local infrastructure, the performance and reliability of WAN 

connections are pivotal to the user experience. 

 

Network Topologies 

Network topology is the arrangement of different elements (links, nodes, 

etc.) generally physical or logical of a computer network. A network's 

performance, reliability, scalability, and cost are all greatly affected by the 

type of topology used. These topologies have their own unique strengths and 

weaknesses, in turn, making them more appropriate to different applications 

and environments. 

 

Bus Topology 

One of the simplest network architectures, bus topology involves a single 

communication line—or bus—to which all the devices on a network connect 

directly. 

Features of Bus Topology 

In a bus topology, multiple devices are connected to a single common 

transmission medium, normally a coaxial cable, with each device connected 

to the medium through the use of interface connectors or taps. Any device 

sends any type of data and this data spreads along the whole bus in both 

directions and reaches all other devices (only the intended receiver 

processed information all others silently ignore). To absorb these signals and 

prevent them from reflecting back along the bus cable, causing data 

corruption, resistors known as terminators are placed on either end of the 

bus cable to terminate the connection. Every device is connected to the bus 

through a device known as a tap, which physically connects a device's 

network interface to the cable. With a device to send information, its signal 

is outputted down the bus in both ways, to all the other devices. When 

devices communicate, data is split into packets, each with address 

information which allows the devices to decide whether to accept that data 

or ignore it. 
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Figure 1.2: Physical Topologies 

 

Advantages of Bus Topology 

There are a number of benefits of bus topology that made it popular in early 

network implementations. Its sampling of design means that it will install 

simply, especially in linear arrangements of devices — the likes of 

classrooms or office corridors. In star topology, several wires connect each 

device to an access point (hub), so hub-to-device cabling is more than bus 

topology. To facilitate the connection of additional devices, taps can be 

inserted into the main cable, without requiring any modification to the 

existing installation. Bus networks, therefore, could be expanded in growing 

environments, albeit not without limits on bus length and devices attached. 

Disadvantages of Bus Topology 

Although bus topology is very straightforward, it has major limitations, 

which is why it is rarely used in current networks. The shared medium 

represents a single point of failure; damage to the main cable or failure of a 

connector can interrupts the entire network affecting all connected devices. 

As traffic on the bus increases through the addition of devices, network 

performance in these topologies suffers the impact. Because only one device 

can transmit at once, the effective bandwidth is divided between all devices, 

creating potential bottlenecks in busy networks. One major downside of this 

topology is that it is not secure; since all data goes through the whole bus, it 

will be in front of every device in that bus. This signal is accessible to all 

devices (technically), but only the intended recipient is expected to process 

the data, which means that the rest of the devices become potential 

vulnerabilities. In bus networks, troubleshooting is difficult because the 

cable or its connectors can fail in ways that take down the entire network or 
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Determining exactly where faults occur will often necessitate a methodical 

test up and down the entire length of the bus. 

Applications of Bus Topology 

Bus topology is less common in today's networks but could still find uses in 

some cases. Early iterations of Ethernet (10Base-2 and 10Base-5) used bus 

topology using coaxial cable; this was a low-cost networking technology 

suitable for small organisations ahead of the days of structured cabling and 

switched networks. Bus-like architectures are also used in some industrial 

automation systems and in vehicle networks like the Controller Area 

Network (CAN) commonly found in cars since they are simple and 

deterministic in well-controlled environments. Bus topology was used in 

some simple home networks in the past, for instance to connect devices 

arranged linearly along walls or daisy chained. These have been mostly 

supplanted by star-based wireless and wired solutions. 

Star Topology 

Star topology is one of the most commonly used topologies in contemporary 

electronic systems, where all the nodes connect with each other from a 

single point. 

Features of Star Topology 

A star topology has each network device connecting directly to a networking 

device — usually a switch or hub in current implementations. In this 

master–slave protocol, the master dogs in the slaves and obtains the signal 

emitted from them, while sending the signal to the intended slaves. In 

contrast to bus topology, where data moves through the single shared 

medium, star topology uses point-to-point connections between each 

individual device and this central hub. This structure isolates communication 

paths, permitting several concurrent transmissions over individual segments 

of the network. As for the central device, its functionalities vary per its 

device type. A hub just propagates (or repeats) all the signals it receives to 

all the devices that are connected to it, which is very much similar to a bus 

topology in logical behaviour but still maintains a star structure in physical 

connectivity. A switch, by contrast, determines the destination of data using 

MAC addresses, delivering the data only to the intended receiver, making it 

more efficient and secure. 

Advantages of Star Topology 

Star topology has several advantages that have made it very popular. 

Compared with the bus topology, this arrangement allows better fault 
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Notes isolation, as the failure of one connection will only impact the individual 

device connected to that link, with the rest of the network operating as 

normal. A star network is highly scalable; a new device can be added to the 

network, by simply attaching it to an unused port on the central device. By 

adding more switches to the arrangement, star types can be hierarchical, 

when one of the branches of the star reaches its capacity. Performance in star 

topologies is usually better than bus networks, especially when you build 

modern switches, creating virtual circuits among talking devices. The 

switching technology allows for this so that we have several conversations at 

the same time on the backbone thus ensuring dedicated bandwidth for a 

particular connection. 

Star Topology Vs, Advantages of Star Topology 

Star topology has its advantages but comes with some limitations as well. 

This architecture introduces a potential single point of failure at the central 

device: If the switch or hub fails, all of the connected devices lose network 

connectivity. This aspect is usually handled with redundant central devices 

in vital scenes. Star topologies are also more cabling-heavy than bus 

arrangements because each device requires a dedicated connection to the 

central point. The necessity to run many cables in a large deployment 

translates to an expensive installation and complicated cabling management. 

The specifications of the central device determine the performance and 

capabilities of the network. For example, limitations in the switch's 

processing capacity, backplane bandwidth, or port speed can act as 

bottlenex, impacting an entire network. 

Applications of Star Topology 

The star topology has become the norm for most modern network 

implementations, regardless of setting. So, contemporary Ethernet networks 

(100Base-T, 1000Base-T and so on) use a star topology using twisted pair 

cabling and switches as central connection points provided the performance 

and reliability that is needed for business applications. Consider a home and 

small office network that makes use of wired routers or wireless access 

points as the central connecting nodes in a star topology. These setups 

provide simple configuration, reliable operation, and easy troubleshooting 

even for non-technical users. Enterprise networks use hierarchical star 

topologies, in which access switches connect end devices, aggregation 

switches connect multiple access switches, and core switches interconnect 

aggregation points. It allows you to manage >1 large networks such that you 

retain some advantages of star architecture. Star-based topologies are 
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Notes extensively used for connecting servers, storage systems, and networking 

equipment in data centers. Star arrangements provide predictable 

performance, fault isolation, and scalability, making them suitable for these 

critical computing environments. 

Ring Topology 

In a ring topology, the devices are connected in such a way that the last 

device is connected to the first one for a closed loop — ring — that data 

travels in a single direction. 

Features of Ring Topology 

In a pure ring topology, every network device is connected directly to a pair 

of devices: one has a clockwise connection, the other has a counterclockwise 

connection. And unlike bus or star topologies, the network does not have 

terminated ends; the last device in the chain connects back to the first, 

creating a ring. While data flows in one direction (unidirectional) around the 

ring(sometimes bidirectional rings), passing each intermediate device on its 

way to the destination. Each device then acts like a repeater, receiving the 

signals, regenerating them to full strength, and passing the signals to the 

next device in the ring. Most implementations of a ring use a token-passing 

scheme to govern access to the network. When no data is being transmitted, 

a special data packet called a token passes around the ring. It only means 

that the device wanting to send data must wait for a free token, which it will 

transform into a data frame providing the message and destination address. 

This token-passing mechanism will give orderly access to the shared 

network medium. Once the token is captured by a device, it has the 

exclusive right to send the data, avoiding collisions that can be a drawback 

in contention-based networks (e.g., Ethernet). Once the token is captured, 

the device sends its data frame, which circulates on the ring until the 

destination receives it. The second device then copies the data and marks the 

frame as received, but it continues to pass it around the ring. Once the data 

frame makes a complete pass and returns to the sending device, that device 

removes the frame from the ring and releases a new token onto the network, 

enabling another device to send data. This mechanism provides equitable 

access to the network and predictable behavior under load. 

Advantages of Ring Topology 

It has some merits specifically when it comes to networking. As it employs 

token-passing access method, performance is deterministic even for heavy 

loads, with maximum waiting times for network access calculable. ☐ Ring 

networks can provide a good idea of when a packet will arrive. Every 
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Notes device in the ring is a repeater, re-amplifying signals to their full strength 

before passing them on. Since signals are regeneratively amplified, this is 

why ring networks have longer distances than passive bus topologies, 

allowing the signal to maintain integrity throughout the network. All 

devices have equal responsibility for the communication function as 

opposed to a single central coordinator in ring networks. This distributed 

methodology removes the single piece of failure related to star topologies, 

albeit at the puncture of a couple of different type of vulnerabilities. 

Pros of Ring Topology 

Though ring topology has its merits, there are limitations with it that hold 

back deployment across great configurations. The closed-loop architecture 

opens the door for single-point failures; when any device or connection in 

the ring fails, the entire network can be brought down as the loop is broken. 

To protect against this vulnerability, redundant paths, or automatic bypass 

mechanisms are usually built in many ring implementations. Ring structure 

Emerging technologies, such as Fiber Distributed Data Interface (FDDI), 

utilize dual counter-rotating rings to achieve fault tolerance using path 

redundancy. Tokens Ring networks use special devices called Multistation 

Access Units (MAUs) that can bypass failed stations. 

And there’s a little note you have to put in there, too, because if you add a 

device to a ring network, then it is a big thing, have to take the ring network 

down for a minute because you have to break the ring and then you have to 

reconnect it, so you need a little note. This breakage reduces the flexibility 

of ring topologies in dynamic-resilience environments with frequent 

reconfigurations. The token-passing system provides a well-defined, reliable 

performance model, but can make inefficient use of the medium when the 

network is lightly loaded. Further, when the network is not busy otherwise, 

devices must still wait for the token to send data: this could incur latency 

compared to contention-based approaches, in which devices may transmit 

immediately once the destination medium is free. 

Applications of Ring Topology 

Although no longer as common in modern networks, ring topology was 

used in certain cases. token ring IEEE802.5 was the major networking 

technology developed by IBM and widely deployed in 1980s and early 

1990s in corporate environments. It provided reliable performance and 

deterministic access control, but at a higher cost than Ethernet alternatives. 

Fiber Distributed Data Interface (FDDI) used two counter-rotating fiber 

optic rings for high-speed campus backbones and metropolitan area 
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Notes networks. Its fault tolerance and high bandwidth made it a favorite for 

critical applications until it was largely outstripped by faster Ethernet and 

optical technologies. SONET and SDH use ring topologies in 

telecommunications backbones and leverage the natural redundancy and 

predictable performance of the ring architecture to achieve carrier-grade 

reliability. Examples of such a paradigm in practice include its modern 

derivative concepts, such as Resilient Packet Ring (RPR; IEEE 802.17), 

which attempts to capitalize on the merits of a ring topology in metropolitan 

area network applications while overcoming the inflexibility of its 

predecessors through intelligent traffic management and dynamic protection 

mechanisms. 

Mesh Topology 

The mesh topology is a network topology in which there are multiple paths 

between devices, allowing for redundancy and greater reliability due to 

diverse paths. 

Mesh Topology: Characteristics 

Mesh networks are highly interconnected networks among their nodes, 

where devices connect to several other devices instead of only one central 

device, or in a linear format. These interconnections provide many possible 

routes that a packet of data may take from one point in the network to 

another. In full-mesh topology, each of the n devices is directly connected 

to every other device, yielding n(n-1)/2 connections. While this fully-

connected architecture maximizes redundancy, it is not practical for large 

networks as it requires an exponential growth in connections. In theory, 

partial mesh topologies provide some of the benefits of a full mesh wire 

topology but also offer a practical compromise in which some devices 

connect to multiple other devices based on strategic considerations (perhaps 

traffic patterns, or criticality, or physical proximity). This way, you get 

redundancy advantages as a good tradeoff from the practical implementation 

perspective. Dynamic routing protocols are commonly adopted in mesh 

networks to dynamically assess the state of available paths and choose 

routes based on real-time conditions like congestion, link failures, or 

performance metrics. These are intelligent routing mechanisms that help 

adjust the network based on the current conditions of routing and also would 

allow a continued connection in case of failure. 

Advantages of Mesh Topology 

In mesh topology, we have great reliability, paths help greatly here. If an 

individual link or device goes down, the traffic can be instantaneously 
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Notes rerouted over alternative routes, keeping the network connected without 

downtime. This fault tolerance property provides why mesh networks to be 

the best option for those applications where any downtime needs to be 

avoided as far as possible. The high-bond capacity is ensured by load 

distribution ensured by multiple interconnections. With single path 

topologies, the available bandwidth is the sum of the path bandwidths 

between any two devices, while with multi-path topologies the aggregate 

communication link bandwidth can be multiplied without a corresponding 

increase in cost due to simultaneous usage of disjoint paths between 

competing traffic pairs. Mesh networks can also be easily scaled through 

incremental expansion by adding new devices and connections without 

requiring global redesign. “We are able to expand organically via need and 

available resources. Mesh networks distribute nodes throughout the network, 

which means there are no key points of failure. This design approach makes 

every device or node in a star topology a single point of failure, whereas 

mesh networks can operate independently of each other, meaning they’re 

robust in the event of multiple points failing, as long as there are feasible 

alternative pathways. By rendering it highly adaptable and versatile, mesh 

topology has its advantages as well as drawbacks. Though it has benefits, 

mesh topology is difficult to implement. Mesh networks can be more 

complicated to design, configure, and troubleshoot than simpler topologies 

as they must establish and maintain many interconnections. Full mesh 

networks use site-to-site cabling or wireless links in sufficient quantities 

that they become very expensive to implement, particularly in 

geographically dispersed situations. Using the n(n-1)/2 connection formula 

shows that even small networks need a lot of links. It requires smart 

protocols to manage the routing complexity and possibly higher processing 

overhead at each node. The administrative complexity of maintaining many 

links, permissions, and security settings along parallel routes can be high, 

and these capabilities typically require sophisticated network management 

systems and higher quality personnel. 

Applications of Mesh Topology 

Examples of mesh topology usages Here are some of its usages: When 

reliability is more important than complexity. Core internet infrastructure 

uses principles of mesh to construct multiple redundant routes between 

important routing nodes, allowing internet traffic to continue flowing even if 

some links or nodes fail. Wireless mesh networks have become popular for 

municipal Wi-Fi, campus networks, and IoT (Internet of Things) 
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Notes deployments. In these implementations, wireless access points conjoined 

into a mesh with each other, extending coverage and offering path 

redundancy, at the cost of not every device having wired backhaul. Utility 

and other critical infrastructure networks, like transportation systems and 

emergency services, frequently use mesh topologies to keep running in the 

event of disaster or equipment failure. Since these networks are critical, they 

usually overcome cost concerns and focus on reliability and fault tolerance. 

Mesh architectures are often used in military and tactical networks to 

provide fault-isolation and support communications beyond total damage to 

the nodes within the related networks. Those that admit failures often use 

self-healing mechanisms that automatically reconfigure routing when nodes 

are added, removed, or disabled. 

Hybrid Topologies 

In practice, most networks are a commixture of the basic topologies best 

suited to meet particular needs while ensuring their strengths are 

complemented and their weaknesses compensated. 

Common Hybrid Configurations 

It has a hierarchical form of interconnection structure which connects 

several star topologies through a bus. It provides a compromise between 

fault isolation and manageability of the star networks and the simplicity and 

efficient bus connections that the backbone traffic can use. The term star-

ring hybrid is also used to describe a specific case, such as the Token Ring 

implementation that uses Multistation Access Units (MAUs) to create a 

ring-like logical topology while allowing for a physical star arrangement. 

Such a configuration maintains the deterministic performance of ring 

networks, but improves the isolation and management of faults. We see 

combinations of these types everywhere, for example, a significant portion 

of an enterprise network may be mesh for the redundancy of critical core 

devices, and star for simplicity and cost-effectiveness in end devices. Such a 

tiered approach pushes complexity and redundancy where it can create 

maximum impact. 

Choosing Suitable Topologies 

There are many variables that affect the network topology design including 

need of reliability, requirement of performance, expected growth, physical 

limitations and budget. When building the network infrastructure, 

organizations need to take into account these factors holistically. For 

network cores and mission-critical applications, mesh or hybrid topologies 

are overkill in terms of added cost and complexity, but quite justified in 
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Notes ensuring reliability on critical applications. These arrangements provide 

redundancy that can help avoid expensive downtime and data loss. 

Topology selection is also driven by performance considerations, including 

expected traffic patterns, bandwidth requirements, and latency sensitivity. 

Star topologies with very high-capacity switches tend to provide the best 

performance versus practicality for generic purpose networks. Scalability 

requirements should consider future growth instead of current needs. 

Hybrids of hierarchical star and mesh-star types often provide the best 

expansion opportunities, enabling incremental growth without major 

redesign. Practical topology choices may be dictated by physical constraints 

— the layout of your buildings, available pathways for cabling, and 

distance restrictions of different technologies. Wireless mesh solution can 

bypass physical barriers that would have made wired implementations 

tricky. This keeps budget speculations, which restrict the topology options, 

especially for smaller organizations, in check. Under very tight budget 

situation, reliability is emphasized in important links and simpler and less 

reliable topologies are used in less important regions 

 

  



 

35 
 

MATS Centre for Distance and Online Education, MATS University 

 

Notes Unit 2: Network Models, Addressing & Devices 

 

1.2   OSI Model and TCP/IP Model 

Computer networking is based upon standard frameworks through 

which different machine types can communicate. Two of the most 

basic models are OSI (Open Systems Interconnection) Model and 

TCP/IP (Transmission Control Protocol/Internet Protocol) Model. 

Most of these models follow similar structure: they divide a 

communication from sender to receiver into layers, and each layer 

performs a certain function. 

The OSI Model 

OSI Model, a conceptual framework created by the International 

Organization for Standardization (ISO) dating back to 1984. 

Determines the functions of a  networking system using seven distinct 

layers. The model was developed to establish a universal set of 

networking rules and to facilitate communication between different 

types of systems and technologies. While it was never fully 

implemented, it continues to serve as a valuable model for how 

networks work. 

The OSI Model consists of seven layers, listed here in their correct 

order from lowest to highest: 

 

 

 

Figure 1.3: OSI Model 
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Notes Physical Layer: This is the bottom layer, which is concerned about 

the physical connection between the devices, including the voltage 

levels, physical data rates, maximum transmission distances, and 

physical connectors. It transforms the digital bits into electrical, radio, 

or optical format suit the transmission across the physical medium. 

Ethernet cables, fiber optic cables, wireless radio signals, hubs, 

repeaters, etc. 

Data Link Layer: In this layer, data is transferred between the two 

nodes directly attached, being able to discover and correct the error 

occurred in the Physical Layer. It outlines the rules and procedures 

used to set up and tear down communication pathways between 

hardware. The Data Link Layer is broken into the Media Access 

Control (MAC) sublayer and the Logical Link Control (LLC) 

sublayer. Switches and bridges/I mean these work at this layer and it 

is here that MAC addresses are defined (which we will describe in 

great detail below). 

Network Layer: it controls the routing of packets across 

networks. It manages the best path to pass data through the 

network and controls logical addressing (IP addresses, which we 

will look at later) and routing. Routers work at this layer and 

protocols such as IP (Internet Protocol) run at this layer. 

Transport Layer: This layer ensures complete data transfer and 

makes available reliable data transport services to the upper 

layers. It controls the reliability of a given link (flow control, 

segmentation/desegmentation, error control). The key protocols at 

this layer: TCP (Transmission Control Protocol), UDP (User 

Datagram Protocol) 

Session Layer: This layer sets up, controls, and terminates the 

connections between applications. It performs session initiation, 

coordination, and termination, and it offers checkpointing 

mechanisms for long data transfers to let resuming via the last 

checkpoint in the event of a crash. 

Presentation Layer: This layer converts between the format the 

application layer uses and the format the network uses, including 

encryption, packaging, and character conversion. It makes certain 

that data sent from the Application Layer of one system can be 

read correctly by the Application Layer of another system. 
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Notes 1. Application Layer: The top layer is the window through 

which applications use the network. It offers applications an 

interface to use network services and deals with network 

transparency, resource allocation, and problem isolation. 

Protocols such as HTTP, FTP, SMTP, DNS, and Telnet 

operate at this level. 

The TCP/IP Model 

The OSI Model is a theoretical framework for understanding network 

interactions, while the TCP/IP Model is the hands-on framework that 

actually operates today’s Internet. Developed by the U.S. Department 

of Defense in the 1970s, it has four or five layers, and was created to 

be the solution for specific communication problems, not a modeling 

framework for general-purpose networking. 

There are four layers present in the TCP/IP Model (from the lowest to 

the highest layer): 

Network Interface Layer (Network Access Layer or Link Layer): This 

layer is roughly equivalent to the Physical and Data Link Layers of 

the OSI Model. These comprise the protocols that work on a link—the 

network part that connects nodes or hosts on the network. It manages 

physical data transmission, addressing, and media access control. 

Internet Layer: Corresponding to the Network Layer of the OSI 

Model: This layer deals with passing packets across the network and 

routing them through other networks. The Layer 3 Protocol − The 

Layer is primarily, Internet Protocol (IP), which determines logical 

addressing and routing. 

1. Transport Layer: Analogous to the OSI Model's Transport 

Layer, the Transport Layer offers host-to-host communication 

services to applications. At this layer, the most common 

protocols are TCP (Transmission Control Protocol) for 

reliable, ordered, error-checked delivery or UDP (User 

Datagram Protocol) for a simpler, connectionless service with 

no acknowledgement. 

2. Application Layer: This one is the combination of 

OSI_Model's Session, Presentation and Application Layer 

functions. It covers methods for communications between 

processes over an IP network and also gives interfaces for 

application programs to gain access to network services. Some 
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Notes of the protocols that work at this layer are the HTTP, FTP, 

SMTP, SSH, and DNS, among many others. 

Difference between OSI and TCP/IP models 

Although both models are used to conceptualize network 

communication, there are fundamental differences between the two: 

1. Layer Count: There are seven layers in the OSI Model and 

four layers in the TCP/IP Model. The TCP/IP Model 

combines the Session, Presentation and Application Layers of 

the OSI Model into one Application Layer. 

2. Development Philosophy: The OSI model was designed 

before the existence of protocols, which is a more theoretical 

approach. Unlike TCP/IP Model which came later in 

chronological order and developed based on the known 

protocols. 

3. Protocol Support: A key difference between the two models 

is that the OSI model is a generic model not attached to 

specific protocols, while the TCP/IP model is based on the 

TCP/IP protocol suite. 

4. Implementation: The TCP/IP Model has been broadly 

implemented and is the foundation for the modern Internet. 

Although the OSI Model is a useful reference, it was never 

completely implemented as intended. 

5. Flexibility: TCP/IP Model is more flexible and can be adapted 

to new technology and networking paradigms easily. 

Practical Significance 

The benefits of understanding these models are numerous: 

1. Layered   Approach: Network issues can be identified in 

specific layers, allowing faster diagnosis and resolution. 

2. Design and Development: Designers and developers at the 

network layer can deal with specific layers without a 

requirement of application logic. 

3. Interoperability: Following standardized models allows for 

effective communication between systems and technologies. 

4. Training: You are trained on data up through  

1.3 Addressing Physical Addresses (Mac) 

Here is a paraphrased version: Physical addressing is used for a 

device identification at Data Link Layer of OSI Model or Network 

Interface Layer of TCP/IP Model within the complex world of 
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Notes network communication. Physical addresses, also known as MAC 

(Media Access Control) addresses, are hardware addresses that 

uniquely identify each device on a network. 

Understanding MAC Addresses 

A MAC address is a 48-bit (6-byte) field expressed as 12 hex digits 

usually formatted as pairs separated by colons or hyphens. And the 

MAC address is represented as 00:1A:3F:98:B5:C4 or 00-1A-3F-98-

B5-C4. This gives around 281 trillion possible MAC Addresses. 

MACs are assigned to network interface controllers (NICs) when 

they are manufactured and are known as burned-in addresses since a 

MAC is often hardwired into the hardware. Though MAC spoofing — 

overriding the hardware-manufactured MAC address in modern OSes 

with a custom one — is commonplace. 

Structure of MAC Addresses 

MAC Address has two main parts. 

OUI (Organizationally Unique Identifier) — The first 24 bits (3 bytes) 

of the MAC address is known as OUI, which identifies the 

manufacturer of the network interface. OUIs assigned by the Institute 

of Electrical and Electronics Engineers (IEEE) to maintain 

uniqueness. For instance, in the MAC address 00:1A:3F:98:B5:C4, 

the OUI would be 00:1A:3F and depending on the manufacturer, it 

could parse out to be Cisco, Intel, Dell, etc. 

The remaining 24 bits (3 bytes: 3 * (8-bits)) portion is the device 

identifier assigned by the manufacturer to differentiate individual 

devices from each other within the context of their product line. 

The role and functions of MAC addresses 

The MAC addresses have several important roles in the network 

communication: 

Communication in a Local Network: Devices on the same network 

communicate with each other using MAC addresses. It is used when 

a device is sending data to another device on the same network, using 

the destination device's MAC address, confirming the data reaches 

the intended recipient.  

Each frame also contains MAC addresses for source and destination. 

Source & destination: These addresses identify where the frame came 

from and where it will go. 

1. MAC address resolution: When a device wants to send data 

to another device on the same network, it needs to map the 
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Notes recipient's IP address to a MAC address. This typecast is done 

with the help of Address Resolution Protocol (ARP) for IPv4 

networks or Neighbor Discovery Protocol (NDP) for IPv6 

networks. 

2. Network filtering and security: MAC addresses can also be 

used to filter traffic and for security purposes on a network. In 

MAC filtering, network administrators can configure switches 

and routers to grant or deny access according to mac 

addresses. 

3. Device Tracking: MAC addresses are typically used for 

device identification, allowing you to track and manage your 

devices on the network. 

Types of MAC Addresses 

MAC addresses can be classified according to the type of 

transmission: 

Unicast MAC Address − Standard MAC  address that uniquely 

defines a particular device on the network. If a frame is sent using a 

unicast MAC address, it will only be processed by the device that has 

the corresponding MAC address. Group MAC Address: These types 

of MAC address means group of devices instead of single. The frame 

will be processed by every station which is part of that multicast 

group. All multicast MAC addresses can be recognized by the least 

significant bit of the first byte (0x01) being set to one. A multicast 

MAC address by example could be 01:00:5E:00:00:01. Broadcast 

MAC Address: The MAC address FF: used to transmit information to 

every device on a local network. This means that a frame sent to the 

broadcast MAC address will be processed by all devices on the 

network. 

Disclaimer and Limitations 

MAC addresses are important, but they also have limitations: 

Local Scope: MAC Addresses are Only Relevant in Local Network 

Once data has to traverse to a different network, we switch to routing 

with logical addresses (IP addresses). A MAC address can be 

spoofed, so it shouldn't be relied on solely for authentication or 

security purposes. 

1. Privacy Issues: Static MAC addresses can lead to privacy 

concerns, as the same address can be used to track a device as 

it moves between networks. 
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Notes 2. Address Limitations: As the number of devices connected to 

networks grew, there were fears that the 48-bit MAC address 

space would be exhausted, which resulted in the creation of 

extended 64-bit MAC addresses used in specific cases. 

1.4 Logical Addresses (IP) 

While physical addressing identifies devices at the Data Link Layer, 

logical addressing operates at the Network Layer of the OSI Model or 

the Internet Layer of the TCP/IP Model. Logical addresses, primarily 

IP (Internet Protocol) addresses, enable data routing across different 

networks, forming the backbone of internet communication. 

Understanding IP Addresses 

An IP address is a numerical label assigned to each device connected 

to a computer network that uses the Internet Protocol for 

communication. IP addresses serve two main functions: identifying 

the host or network interface and providing the location of the host in 

the network. 

There are two versions of IP addresses currently in use: 

1. IPv4 (Internet Protocol version 4): This is the fourth version 

of the Internet Protocol and the most widely deployed IP 

protocol. IPv4 addresses are 32-bit numbers expressed in a 

dotted-decimal format, consisting of four octets separated by 

dots. Each octet represents 8 bits and can have a value 

between 0 and 255. For example, 192.168.1.1 is an IPv4 

address. 

2. IPv6 (Internet Protocol version 6): Developed to address the 

anticipated exhaustion of IPv4 addresses, IPv6 uses 128-bit 

addresses expressed in hexadecimal notation. An IPv6 address 

consists of eight groups of four hexadecimal digits, separated 

by colons. For example, 

2001:0db8:85a3:0000:0000:8a2e:0370:7334 is an IPv6 

address. IPv6 provides a vastly larger address space, 

theoretically allowing for approximately 340 undecillion (3.4 

× 10^38) unique addresses. 

IPv4 Addressing 

IPv4 has been the cornerstone of Internet addressing for decades, with 

several important concepts and structures: 

IPv4 Address Classes 
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Notes Traditionally, IPv4 addresses were divided into five classes (A, B, C, 

D, and E), each with specific characteristics: 

1. Class A: Addresses range from 1.0.0.0 to 126.0.0.0, with the 

first bit always set to 0. Class A networks have 8 bits for the 

network portion and 24 bits for the host portion, allowing for 

126 networks with up to 16,777,214 hosts each. 

2. Class B: Addresses range from 128.0.0.0 to 191.255.0.0, with 

the first two bits set to 10. Class B networks have 16 bits for 

the network portion and 16 bits for the host portion, allowing 

for 16,384 networks with up to 65,534 hosts each. 

3. Class C: Addresses range from 192.0.0.0 to 223.255.255.0, 

with the first three bits set to 110. Class C networks have 24 

bits for the network portion and 8 bits for the host portion, 

allowing for 2,097,152 networks with up to 254 hosts each. 

4. Class D: Addresses range from 224.0.0.0 to 239.255.255.255, 

with the first four bits set to 1110. These addresses are used for 

multicast groups. 

5. Class E: Addresses range from 240.0.0.0 to 255.255.255.255, 

with the first four bits set to 1111. These addresses are 

reserved for experimental purposes. 

Classless Inter-Domain Routing (CIDR) 

Due to the inefficiency of the class-based system, which led to the 

rapid depletion of IPv4 addresses, Classless Inter-Domain Routing 

(CIDR) was introduced. CIDR allows for more flexible allocation of 

IP addresses by specifying the network prefix length along with the IP 

address. In CIDR notation, an IP address is followed by a forward 

slash and a number that represents the prefix length (the number of 

bits in the network portion of the address). For example, 

192.168.1.0/24 indicates that the first 24 bits (the first three octets) 

represent the network, and the remaining 8 bits represent the host. 

CIDR enables more efficient use of IP addresses by allowing 

networks to be divided into subnets of varying sizes, rather than being 

restricted to the fixed sizes of the traditional class-based system. 

Subletting 

Subletting is the practice of dividing a network into smaller, more 

manageable sub networks or subnets. It helps in the efficient 

utilization of IP addresses, improves network performance by 

reducing broadcast traffic, and enhances security by segmenting the 
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Notes network. A subnet mask is used to divide an IP address into network 

and host portions. It consists of a series of 1s followed by a series of 

0s. The 1s indicate the network portion, while the 0s indicate the host 

portion. For example, a subnet mask of 255.255.255.0 (or /24 in 

CIDR notation) indicates that the first 24 bits represent the network, 

and the last 8 bits represent the host. 

Special IPv4 Addresses 

Several IPv4 addresses and address ranges have special purposes: 

1. Private IP Addresses: These are reserved for use within 

private networks and are not routable on the public Internet. 

The private IP address ranges are: 

o 10.0.0.0 to 10.255.255.255 (10.0.0.0/8) 

o 172.16.0.0 to 172.31.255.255 (172.16.0.0/12) 

o 192.168.0.0 to 192.168.255.255 (192.168.0.0/16) 

2. Loopback Addresses: The range 127.0.0.0 to 

127.255.255.255 (127.0.0.0/8) is reserved for loopback, with 

127.0.0.1 being the most commonly used loopback address. 

These addresses are used to establish an IP connection to the 

same device. 

3. Link-Local Addresses: The range 169.254.0.0 to 

169.254.255.255 (169.254.0.0/16) is reserved for link-local 

addressing, which allows devices to automatically assign 

themselves an IP address when no DHCP server is available. 

4. Broadcast Addresses: The address where all host bits are set 

to 1 (e.g., 192.168.1.255 for the network 192.168.1.0/24) is 

used to send data to all devices on a specific network. 

IPv6 Addressing 

As the exhaustion of IPv4 addresses became inevitable, IPv6 was 

developed to provide a vastly larger address space and other 

improvements: 

IPv6 Address Structure 

An IPv6 address consists of 128 bits, typically represented as eight 

groups of four hexadecimal digits, separated by colons. For example, 

2001:0db8:85a3:0000:0000:8a2e:0370:7334. 

To simplify the representation, two shorthand notations are commonly 

used: 

1. Leading Zero Compression: Within each group, leading 

zeros can be omitted. For example, 
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Notes 2001:0db8:85a3:0000:0000:8a2e:0370:7334 can be written as 

2001:db8:85a3:0:0:8a2e:370:7334. 

2. Double Colon Notation: A consecutive sequence of zero 

groups can be replaced with a double colon (::), but this can 

only be used once in an address. For example, 

2001:db8:85a3:0:0:8a2e:370:7334 can be further simplified to 

2001:db8:85a3::8a2e:370:7334. 

IPv6 Address Types 

IPv6 addresses can be categorized into several types: 

1. Unicast Addresses: These identify a single interface. When a 

packet is sent to a unicast address, it is delivered to the 

interface identified by that address. Examples include: 

o Global Unicast Addresses: These are globally 

routable and reachable addresses, equivalent to public 

IPv4 addresses. 

o Link-Local Addresses: These are used for 

communication on a single network link and are not 

routable beyond that link. They always begin with 

fe80::. 

o Unique Local Addresses (ULA): These are used for 

local communications within a site or between a 

limited number of sites. They are not routable on the 

global Internet and begin with fc00:: or fd00::. 

2. Multicast Addresses: These identify a group of interfaces, 

typically on different nodes. When a packet is sent to a 

multicast address, it is delivered to all interfaces identified by 

that address. Multicast addresses always begin with ff. 

3. Anycast Addresses: These are assigned to multiple interfaces, 

but a packet sent to an anycast address is delivered to only one 

of those interfaces, typically the "nearest" one as determined 

by the routing protocols. 

IPv6 Special Addresses 

Several IPv6 addresses have special purposes: 

1. Loopback Address: The address ::1 is the loopback address, 

equivalent to 127.0.0.1 in IPv4. It allows a device to send 

packets to itself. 
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Notes 2. Unspecified Address: The address :: (all zeros) represents the 

unspecified address. It is used when a device does not yet have 

an address and is trying to acquire one. 

3. IPv4-Mapped IPv6 Addresses: These addresses are used to 

represent IPv4 addresses in IPv6 format. They take the form 

::ffff:a.b.c.d, where a.b.c.d is the IPv4 address. 

IP Address Allocation and Management 

The allocation and management of IP addresses involve several 

methods and organizations: 

Static vs. Dynamic Allocation 

1. Static IP Allocation: In this method, IP addresses are 

manually assigned to devices and remain constant. Static IP 

addresses are typically used for servers, network equipment, 

and other devices that need consistent addressing. 

2. Dynamic IP Allocation: In this method, IP addresses are 

temporarily assigned to devices from a pool of available 

addresses, usually by a Dynamic Host Configuration Protocol 

(DHCP) server. When a device connects to the network, it 

requests an IP address from the DHCP server, which then 

assigns one for a specific lease period. Dynamic IP allocation 

is commonly used for client devices like computers, 

smartphones, and IoT devices. 

Network Address Translation (NAT) 

Network Address Translation (NAT) is a method of remapping one IP 

address space into another by modifying network address information 

in the IP header of packets while they are in transit across a traffic 

routing device. It was developed to mitigate the problem of IPv4 

address exhaustion. The most common form of NAT, known as Port 

Address Translation (PAT) or NAT Overload, allows multiple devices 

on a private network to share a single public IP address. When a 

device on the private network sends a packet to the Internet, the NAT 

router changes the source IP address from the private address to its 

public address and records the mapping in a translation table. When a 

response comes back, the router uses the translation table to determine 

which private IP address should receive the packet. 

Internet Assigned Numbers Authority (IANA) and Regional 

Internet Registries (RIRs) 
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Notes The global allocation of IP addresses is managed by the Internet 

Assigned Numbers Authority (IANA), which is operated by the 

Internet Corporation for Assigned Names and Numbers (ICANN). 

IANA allocates large blocks of IP addresses to five Regional Internet 

Registries (RIRs): 

1. ARIN (American Registry for Internet Numbers): North 

America. 

2. RIPE NCC (Réseaux IP Européens Network Coordination 

Centre): Europe, Middle East, and parts of Central Asia. 

3. APNIC (Asia-Pacific Network Information Centre): Asia-

Pacific region. 

4. LACNIC (Latin American and Caribbean Internet Addresses 

Registry): Latin America and the Caribbean. 

5. AfriNIC (African Network Information Centre): Africa. 

These RIRs further allocate IP addresses to Local Internet Registries 

(LIRs), which are typically Internet Service Providers (ISPs), who 

then assign addresses to end-users. 

Relationship Between MAC and IP Addresses 

While both MAC and IP addresses are used for network 

communication, they serve different purposes and operate at different 

layers of the network stack: 

1. Layer of Operation: MAC addresses operate at the Data Link 

Layer (Layer 2) of the OSI Model, while IP addresses operate 

at the Network Layer (Layer 3). 

2. Scope: MAC addresses are used for communication within a 

local network segment, while IP addresses are used for 

communication across different networks. 

3. Addressing Type: MAC addresses are physical (hardware) 

addresses that identify specific network interfaces, while IP 

addresses are logical addresses that identify network locations. 

4. Assignment: MAC addresses are typically assigned by the 

manufacturer of the network interface, while IP addresses are 

assigned by network administrators or DHCP servers. 

5. Format: MAC addresses are 48-bit or 64-bit values expressed 

in hexadecimal, while IPv4 addresses are 32-bit values 

expressed in dotted-decimal notation, and IPv6 addresses are 

128-bit values expressed in hexadecimal notation. 
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Notes 6. Hierarchy: IP addresses have a hierarchical structure (network 

and host portions), which facilitates routing, while MAC 

addresses have a flat structure. 

The relationship between MAC and IP addresses is established 

through the Address Resolution Protocol (ARP) for IPv4 or the 

Neighbor Discovery Protocol (NDP) for IPv6. When a device needs to 

communicate with another device on the same network, it uses ARP 

or NDP to determine the MAC address corresponding to the 

destination IP address. 

1.5. Port Addresses 

Port addresses are numerical representations that allow applications 

on networked devices to communicate with each other. Somewhere in 

between the above two is a mechanism referred as socket which 

serves as a communication channel between two applications across 

the network or on the same device. In conjunction with IP addresses, 

the port address system makes sure that data gets to the right 

application—not just the correct device. Port addresses are important 

components of TCP/IP protocol suite at transport layer. The port is a 

16-bit number, so it can theoretically range from 0 to 65,535. These 

port numbers can be categorized as follows in order to maintain the 

organization of network communications. Commonly used ports (0-

1023) are reserved for common services (HTTP=80, HTTPS=443, 

FTP=21, SSH=22, SMTP=25) Registered Ports (1024–49151) The 

Internet Assigned Numbers Authority (IANA) automatically assigns 

ports from this range to certain services, but they can be used by 

ordinary applications if necessary. Dynamic or private ports (49152-

65535) are usually used for temporary connections and endpoints on 

the client side. The socket refers to the combination of the IP address 

and the port. This socket is the full address that the network will use 

to send and receive data and is unique to a device and the specific 

application process. Here, 192.168.1.100 is the IP address and 80 is 

the port.HTTP_URL Example: If a web server is running the on port 

80 with an IP of 192.168.1.100, then the URL for this web server 

would be 192.168.1.100:80. That means different applications can run 

at the same time on a single device without any data conflicts. 

Transport layer multiplexing and demultiplexing is achieved through 

Port addressing. Multiplexing is the process of taking multiple data 

streams from multiple applications and sending them over a single 
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Notes transmission link, and the reverse function is called Demultiplexing in 

which the demultiplexer at the receiving end separates the combined 

stream back into the original individual application data. This is 

crucial for the current generation of networked systems, where it is 

common for devices to run dozens of network-enabled applications at 

once. From a practical standpoint, in which a client application would 

be contacting a server, the client application will typically reach out to 

a dynamically assigned port (assigned by the operating system at 

runtime) while the server listens on a well-known or registered port. 

For example, if you are using the web, your browser will connect to a 

web server running on port 80 (the well-known port for HTTP) and 

have your browser use port 54321 (a dynamic port). Port addressing 

is critical to enabling the client-server model, which is the basis for 

most network communication. Security engineers are particularly 

concerned with managing ports, as these can represent vulnerabilities 

in a system if they are left open. Access to the various ports can easily 

be restricted by the network administrators themselves using 

firewalls, to expose only necessary services. Port scanning, commonly 

employed by both security professionals and malicious actors, tries to 

discover open ports on a system in order to find services and potential 

access points. Hence, having a clear understanding of port addresses 

is vital not only for network operation but also for ensuring strong 

security posture. 

1.6 Network Devices 

Hub 

Hubs are the simplest networking devices and, they work at the 

physical layer (Layer 1) of the OSI model. Then you have a hub, 

which is a multiport repeater that accepts packets on one port and then 

broadcasts them out all other ports with no intelligence or filtering. 

Any time a device sends data through a hub, the signal is amplified 

and sent to every connected device, whether that device is the 

destination or not. Such broadcasting behaviour creates a common 

collision domain such that all connected nodes share the same 

bandwidth. With the rise in network traffic, collisions occur more 

frequently which affect the performance of the network heavily. 

Finally, hubs are a security risk, as any device attached to the hub can 

intercept all the traffic passing through it, since everyone's data is 

broadcasted to each device attached to the hub. There are two major 
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Notes types of hubs – passive hubs, which connect devices without 

amplifying the signal, and active hubs, which regenerate and boost the 

signal before sending it out. Although they had downsides, hubs were 

very commonly used in early Ethernet networks because of their ease 

of use and low cost. However, in contemporary networks, these have 

been largely replaced by switches for efficiency and security reasons. 

Switch 

The switch is an advanced concept that works at the data link layer 

(Layer 2) of the OSI model, which is a significant improvement over 

a hub. Switches, unlike hubs, are intelligent devices with a MAC 

address table that associates a MAC address with a physical port. 

This enables a switch to send data packets across only to the port to 

which the intended receiver is connected, instead of broadcasting to 

every port. Switches create self-contained collision domains—one for 

each port—by forwarding traffic only to its proper destination, 

massively reducing collision traffic and improving performance. 

Also, by only allowing specific packets to go through, security is 

improved since there is less possibility of packet capture. Modern 

switches operate over full-duplex, meaning that they can send and 

receive simultaneously to facilitate better network efficiency by 

providing simultaneous connectivity to each connected device. 

Switches exist in a variety of options from small, unmanaged switches 

that suit a home network to enterprise-grade managed switches that 

support features like VLANs, Quality of Service (QoS) controls, port 

mirroring, and detailed security. Layer 3 switches are traditional 

switches with some routing functionalities (making border blurry 

between switches and routers). The shift from hubs to switches has 

been key in the evolution of modern high-speed networks. Whereas a 

hub might be overwhelmed by just a few connected devices doing 

data transfers, switches can comfortably service dozens or hundreds 

of such connections at once, and are now the workhorse of local area 

networks. 

Router 

Routers work at the network layer (Layer 3) of the OSI model and are 

the main devices that connect various networks. Unlike switches, 

which mainly forward data based on MAC addresses within a single 

network, routers use IP addresses to decide the best route for data to 

take as it moves between networks. The routing table keeps track of 
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Notes the network topology information, and a router maintains a routing 

table. Upon receiving a data packet, the router looks at the destination 

IP address and checks its routing table to find the best route to 

forward the packet. When multiple routes are available, the router 

will choose the best one based on their metrics, such as hop count, 

bandwidth, delay or administrator-defined policies. Routers create 

new broadcast domains, meaning broadcasts originating from one 

network segment do not travel to another network segment. This 

enables effective traffic management and network scalability. Routers 

were invented after LAN to stop broadcast traffic from crippling every 

single organization and allowing organizations to have multiple 

networks. 

The routers of today do much more than simple packet forwarding. 

Depending on the vendor, they also often have builtin firewall 

functionality for security, NAT for saving IP fetching, DHCP services 

for providing IPs to connected devices, QoS mechanisms for 

prioritizing important traffic running on them, and VPN support for 

secure shell access. Routers can be as simple as the ones you have at 

home connecting your home network to the internet or can be at the 

enterprise level capable of forwarding gigabits traffic per second 

using advanced routing protocols like Border Gateway Protocol 

(BGP), Open Shortest Path First (OSPF) and Enhanced Interior 

Gateway Routing Protocol (EIGRP). Type and image of core internet 

routers from major service providers are the backbone of the global 

internet, carrying massive volumes of traffic between different 

autonomous systems. 

Bridge 

A bridge functions at the data link layer (Layer 2) of the OSI model 

and acts as a link between two network segments that use the same 

protocol. It acts like a switch, just generally with fewer ports and less 

functionality. The main function of a bridge is to split a large network 

into smaller, manageable segments to decrease traffic and enhance 

performance. If a bridge receives a data frame, it reads the destination 

MAC address and filters the frame without forwarding or forwarding 

it to a different segment. When destination address is in the same 

segment as source, bridge discards the frame and all frames with its 

destination address (or set) thereby restricting unnecessary traffic 

between segments. If the aforementioned destination is on another 
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Notes segment, the bridge relays the frame as appropriate. Bridges create 

and retain a bridging table (analogous to a switch's MAC address 

table) based on source addresses of incoming frames. The bridge 

learns by monitoring and maintaining the location of devices within 

the network, allowing it to make intelligent decisions about where to 

forward the data. As opposed to hubs, bridges create separate collision 

domains, which minimize collisions and consequently improve 

network performance. "We have classification of bridging among 

which transparent bridge where no configuration is required, source 

route bridge which is mainly used in token ring networks, 

translational bridges which can connect networks through various 

protocols. Dedicated bridge devices have become rarer in new 

networks, but bridging functionality is often implemented in other 

network appliances such as switches and routers. The bridge itself has 

been largely rendered obsolete by switches in most applications, but 

the concept of bridging extends to the modern network world. Virtual 

bridges are used heavily in virtualization environments to connect 

virtual machines, and wireless access points are essentially bridges 

between wired and wireless segments of a network. 

Gateway 

As the most flexible network device, a gateway can function at 

various layers of the OSI model, generally ranging from the 

application layer (Layer 7) to the network layer (Layer 3). While 

network devices such as routers and switches interconnect networks 

with similar parameters, gateways link networks to different 

protocols, architecture, or addressing schemes. A Gateway is a device 

that performs protocol conversion, translating the data produced in 

one network into a form that can be read by another network. This 

translation can be as simple as relaying to the relevant address space, 

or at a more granular level including a complex restructuring of the 

application level data. One example is a gateway between an IPv4 

network and an IPv6 network that translates incoming IPv4 addresses 

into an IPv6 address and vice versa. The default gateway is a router 

that serves as an access point to a network from another network, 

such as serving as access to the internet. But, a real, leading gateway 

would not just routing but support protocol transformation services. 

Email gateways translate between different email protocols, voice 

gateways bridge normal telephone networks with Voice over IP 
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Notes (VoIP) systems, and security gateways deliver comprehensive security 

filtering between networks. Application gateway (proxy server): it 

operates on the highest layer of the OSI model, providing specialized 

services to a particular application. They can provide additional 

security by severing the direct client connection to the server, content 

filtering, performance caching, and detailed logging for compliance. 

Cloud gateways are a modern iteration of the gateway concept, 

connecting on-premises infrastructure to cloud-based services. They 

implement authentication, perform encryption, enable protocol 

conversion, and optimize bandwidth for seamless integration between 

the traditional and the cloud world. Gateways are an integral part of a 

large network and are widely used in networks where integration is 

required between a legacy system and a modern system. However, 

although dedicated hardware gateways are still available for high 

throughput, low latency applications, gateway functionality is moving 

towards being software based and running on generic server 

hardware or hosting in cloud environments. 

Crossover research study of Network Devices 

Without diving too deep into a technical quagmire, the following 

table will provide you a brief overview of the capabilities of network 

devices relative to each other and how they are ideally used in a 

network architecture. Every device performs some specific role which 

together enhances efficiency, security and reliability of a network. 

There are substantial differences in performance characteristics 

across device types. Being broadcast devices, the hubs also have a 

lowest performance when using collision domains. Bandwidth must 

be shared across all devices, resulting in more collisions and less 

throughput as more devices connect. By creating point-to-point 

connections among sending and receiving devices, switches can 

significantly increase performance by effectively multiplying 

bandwidth. Bridges also provide similar collision domain separation, 

but they tend to support fewer connections than modern switches. 

Routers enhance communication within the same network but may 

add minor latency due to processing time for routing decisions. When 

implementing intricate protocol translations, gateways can act as a 

performance bottleneck, but remain critical for the interconnections of 

many different (often proprietary) systems. Each of these devices has 

different considerations regarding scalability. With more than a few 
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Notes devices, however, hubs become impractical because of collision 

limits.  

Switches also scale much better, easily supporting dozens or even 

hundreds of devices, depending on their capacity. Routers from [this 

company] were critical because they extended the life of networks 

beyond a single broadcast domain, which made enterprise and global-

scale networking possible. Bridges have limited scalability for larger 

and more complex networks; switches with their designs can directly 

connect hundreds of devices. They are usually not going to scale 

across connections, because gateways are concerned with connection 

points between different kinds of networks. Security capabilities can 

also differ significantly. Most hubs offer no security whatsoever and - 

any connected device receives all of the traffic. Switches are superior 

when it comes to security as they only allow traffic relevant to the 

specific ports, but they are still susceptible to various attacks such as 

ARP poisoning. You can use the network segmentation to offer a 

considerable security upgrade along with routing, and many routers 

come with firewall capabilities. Many of today’s managed switches 

and routers have sophisticated security features such as access control 

lists, intrusion detection, and encryption support built in. Specifically, 

security gateways can provide the best protection through deep packet 

inspection, application-level filtering, and advanced threat 

management capabilities. Commonly, best practices in network 

design use a hierarchical structure of these devices. Switches provide 

connectivity to end-user devices at the access layer.  

Distribution Layer: The distribution layer uses switches (or routers in 

some designs) to gather connections from several access switches. At 

the core layer, high-performance routers are used to connect 

distribution blocks and provide links to external networks. In certain 

circumstances, bridges can fulfill the role required for a network 

segment, whereas gateways link to different types of networks or 

services and may often require a form of protocol translation in the 

process. However, the traditional roles of these devices are being 

redefined by modern networking trends. Software-defined networking 

(SDN) decouples the control plane from the data plane, enabling 

centralized management of network devices through software-based 

controllers. Network function virtualization (NFV) deploys 

networking functions as virtualized components, as opposed to 
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Notes dedicated hardware. Software switches, routers and gateways are also 

very common, especially in cloud environments. Moreover, most 

modern devices do multiple functions — a single device can be a 

router, firewall, VPN endpoint, and application gateway for small to 

medium deployments. Knowing how to correctly implement each 

network device only aids you in achieving the job of creating fast, 

secure, stable networks. Hubs are long gone from modern networks, 

but switches remain at the heart of local area networks. Routers are 

still crucial for inter-networking and internet connectivity. Bridges are 

employed for making specialized segmentation requirements and 

gateways allow communication across different network 

technologies. In reality, the vast majority of networks use some 

combination of this collection of devices to build a coherent and 

efficient communications system. 

Network Administration and Configuration 

Network devices need to be managed and configured correctly, which 

is another important part of network administration, which helps 

ensure a high level of performance, security, and reliability. Different 

types of network device have different management approaches and 

configuration options to overcome various networking challenges. 

Over the years network devices management interfaces have come a 

long way. Early devices were based on command line interfaces 

(CLI) available via console ports or Telnet sessions. GUI always 

existed, of course, but even with the growing sophistication of 

graphical user interfaces (GUIs), CLI is still important and demanded 

as it allows for more precise and scriptable functionality, and is thus 

still required in enterprise environments. For example, modern device 

management does not usually feature a combination of web-based 

dashboards, dedicated management software, and NMS integrated 

control for single console management of multiple devices. Protocols 

for remote management using SNMP, NETCONF, and RESTCONF 

allow for automated monitoring and configuration of devices. The 

configuration approaches differ depending on the type and 

complexity of the devices. Unmanaged Switches: These switches 

don’t require any configuration and work essentially as a plug-and-

play device Managed switches can be extensively configured with 

settings such as VLANs, port security, spanning tree protocol, link 

aggregation, and QoS settings. Router configuration is a little bit more 
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Notes complex which includes interface configuration, routing protocol 

configuration, access control lists, NAT rules and service 

configurations. Gateways typically have their most detailed 

configuration, with protocol-specific settings in addition to translation 

rules and application-specific parameters. Across all types of devices, 

monitoring and troubleshooting the network are core management 

activities. Tools like packet analyzers, traffic monitors, and log 

analysis help administrators identify and repair issues. All major 

devices support port mirroring / traffic monitoring for the purpose of 

inspecting traffic deeply. Logs and SNMP traps alert you to possible 

issues, and native diagnostic tools such as ping, traceroute, and 

interface statistics can help narrow down the problems to certain parts 

of the network or specific devices.  

Because of security and changing feature set considerations, 

firmware management became an critically important aspect for all 

network devices. Ongoing updates fix security weaknesses, enhance 

performance and introduce new features. Enterprise environments 

generally have structured firmware management processes, including 

testing updates in lab environments before pushing out to production 

systems. There are systems in place to automate updating devices, 

although critical infrastructure often favors stability over immediate 

updates. Network devices have a multi-layered approach to securing 

them. Physical security measures limit access to where the devices 

are located. Authentication systems govern administrative access, and 

the use of multi-factor and role-based access control systems is 

growing. Management traffic and stored configuration data are 

protected using encryption. Audit logging also records configuration 

changes and access attempts. Device Hardening — Disable 

unnecessary services and change default credentials, configure access 

controls on devices themselves to make it more difficult to be used as 

a catapult. Virtualization and cloud management provide the latest 

frontier in network device administration. Despite all of the flexibility 

and rapid-acquisition power, managing a virtual network device 

entails an entirely different process from dealing with a physical 

hardware box. Instead, cloud-managed networking controls physical 

devices at customer locations via management interfaces hosted in the 

cloud, providing centralized visibility, as well as centralized 

configuration without the need for on-premises management servers. 
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Notes These models raise new issues of internet dependence, data privacy, 

and the allocation of management responsibilities between vendors 

and customers. As networks become ever more complex, automation 

plays an ever increasingly vital role in their management. These 

include configuration management tools, API-driven control systems, 

and intent-based networking platforms, which enable system 

administrators to specify intended states of the network, letting the 

systems automatically apply and enforce configurations that lead to 

those states. This type of automation minimizes human error, 

guarantees consistency, and allows for quick reaction to changed 

needs — essential in large-scale deployments where manual 

configuration would be too time-intensive and error-prone. 

Trends in the Adoption of Network Devices 

Here are several trends transforming how we conceptualize and 

employ network infrastructure. Software-defined networking (SDN) 

may be the most groundbreaking transformation to networking 

architecture over the past few decades. SDN separates the control 

plane (i.e. the decision-making logic about where traffic should be 

sent) from the data plane (the underlying packet-forwarding 

hardware) to enable centralized control over network behaviour — 

while forward data is still done at the hardware speeds. This 

separation allows for more dynamic and programmable networks that 

can respond agilely to instantaneous changes in requirements. SDN 

controllers allow extensive visibility of the network topology and 

traffic, leading to more informed routing decisions, with greater ease 

of management. Early SDN deployments were primarily limited to 

the data center, but we're now seeing SDN technology deployed in 

campus networks, branch offices and wide area networks. Network 

function virtualization (NFV) is a technology that complements SDN 

by virtualizing (softwarizing) network functions, some examples 

being routing, switching, firewalling, load balancing, and intrusion 

detection, as software components running on standard servers, rather 

than on proprietary hardware appliances. By and large, Such and such 

method ensures more flexibility, faster deployment time along with 

potential cost efficiency through hardware consolidation. VNFs can 

be scaled horizontally and vertically according to demand, dedicated 

to a particular application or customer, and migrated between the 

underlying physical hosts as necessary. SDN coupled with NFV, 
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Notes creates flexible networks, where control logic can be changed as well 

as network functions dynamically based on the changing 

requirements.  

Hyper-converged infrastructure takes this a step further by integrating 

computing, storage, and networking capabilities into a single item or 

appliance. Instead of treating these as individual infrastructure layers, 

hyper-converged systems give you a unified platform for managing 

resources in a complete way. This reduces deployment and 

administrative complexity and enhances resource utilization with 

integrated management tools and automation. In hyper-converged 

environments, network functions are often converted into software-

based services, effectively rendering the physical networking aspects 

as some form of a fast backplane between nodes. Intent-based 

networking is the next generation of network automation and 

management. Instead of command-prompting devices individually, 

administrators define desired business outcomes and security policy. 

Then, an intent-based system automatically configures network 

devices to fulfill those intentions, monitoring the network for 

compliance, and making real-time, automated adjustments to the 

configurations to keep the network in a desired state. The latter 

provides abstraction over network configuration details, guarantees 

consistent policy enforcement at the required time scale, and allows 

networks to adapt to changing network conditions without manual 

interaction from the administrator. New approaches to computation 

and data storage — often collectively grouped under the banner of 

edge computing — are making major shifts to the way we think about 

networks. Consequently,  this trend for network devices calls for 

devices that may do more than connect and can handle computing 

workloads at the network edge. Smart edge devices incorporate 

traditional networking functions and enable computing, ensuring data 

processing to happen as close as possible to data sources and 

consumers which would ultimately reduce latency on messages sent 

and bandwidth used for communications with the cloud. Such devices 

tend to integrate dedicated AI processing hardware which allows for 

in-the-moment analysis and decision-making at the network's edge. 

The Internet of Things (IoT) is furthering the reach of networks, 

bringing together billions of connected devices with varying 

requirements and capabilities.  
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Notes Network devices enabling IoT deployments face challenges that are 

different from those of traditional IT, including orders of magnitude 

higher device scale, a wider variety of types of connectivity 

(Bluetooth to cellular), the need for much easier onboarding, and 

more stringent security controls. Dedicated IoT gateways act as 

conduits between the IoT device network and traditional networks, 

offering many functions, like protocol translation, data aggregation, 

edge processing and security filtering. Such gateways often provide 

support for multiple wireless protocols and bring specialized security 

features that protect vulnerable IoTs. As threats are evolving in terms 

of sophistication, security integration has become central across 

network devices. In the newer generation innovations in network 

equipment the advanced security features are integrated into the 

devices instead of available as add-ons. These range from encrypted 

control planes, hardware-based trust anchors, and automated threat 

detection, to micro segmentation capabilities and zero-trust 

implementation features. Networking devices are still becoming 

security devices and vice versa as many devices start to provide both 

capabilities in integrated platforms. This convergence makes it easier 

to apply security across the network, with a consistent enforcement of 

policy. The latest 5G and Wi-Fi 6/6E standards offer orders of 

magnitude improvements in wireless performance, latency, and device 

density support. Such advances necessitate similar evolution in the 

network devices that link wireless infrastructure to wired networks, 

Many modern wireless controllers and access pointstoday contain 

advanced functionality enabling more sophisticated traffic 

management, client steering, interference mitigation, and application-

aware quality of service. Wireless is the main connectivity technology 

for most devices with intelligence increasing across wireless network 

elements — many of which now also include edge computing 

functions and integrated security services. 

1.7 Types of Networks (LAN, MAN, WAN),   Network Topologies 

(Bus, Star, Ring, Mesh) 

1. A local area network (LAN) is a small-scale network that 

connects devices within a limited geographic area such as a 

home, office, or school. It typically provides high-speed 

communication, usually up to 1 Gbps or higher, using 

technologies like Ethernet cables and Wi-Fi. LANs are cost-
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resources such as files, printers, and applications. However, 

they are limited in range and can be susceptible to security 

threats if not properly managed. 

2. A metropolitan area network (MAN) spans a city or a large 

metropolitan region, connecting multiple LANs over distances 

larger than a single building but smaller than a country. It 

usually operates at speeds ranging from 10 Mbps to 1 Gbps, 

relying on fiber-optic cables, WiMAX, or leased telecom lines. 

MANs are commonly used in city-wide infrastructure, such as 

government networks, university campuses, and large 

corporations. While they offer faster data transfer than WANs, 

they are more expensive and require more maintenance 

compared to LANs. 

3. A wide area network (WAN) covers vast geographic areas, 

often spanning multiple cities, countries, or continents. It 

connects multiple LANs and MANs using fiber optics, 

satellites, and leased telecommunications lines. WAN speeds 

vary greatly, from 1 Mbps to over 100 Gbps, depending on the 

infrastructure. The Internet is the largest example of a WAN, 

allowing global connectivity. WANs enable businesses to 

connect offices worldwide and support cloud computing and 

remote work. However, they are costly to implement and 

maintain, and their performance may suffer due to long-

distance data transmission. 

4. A personal area network (PAN) is the smallest type of 

network, used for short-range communication between 

personal devices. Typically covering just a few meters, PANs 

operate at speeds ranging from 1 Mbps to 10 Mbps and use 

Bluetooth, infrared, or USB connections. Examples include 

connecting a smartphone to wireless earbuds or a smartwatch 

syncing with a mobile phone. PANs are cost-effective and easy 

to set up, but their range and data transfer capabilities are 

limited. 

5. A campus area network (CAN) interconnects multiple LANs 

within a confined area, such as a university, corporate 

complex, or military base. It provides high-speed connectivity, 

often reaching up to 10 Gbps, using Ethernet, fiber optics, and 
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Notes Wi-Fi. CANs enable centralized management of network 

resources, ensuring efficient communication and data sharing. 

While they offer reliability and high-speed data transfer, they 

require proper administration and infrastructure investments. 

6. A storage area network (SAN) is a high-speed network 

designed specifically for data storage and retrieval, typically 

used in data centers and large enterprises. It supports very high 

transfer speeds, often exceeding 10 Gbps, and relies on 

technologies like Fiber Channel, iSCSI, and InfiniBand. SANs 

provide businesses with centralized storage management, 

reducing bottlenecks and enhancing data security. However, 

they are costly to set up and require specialized maintenance. 

7. A virtual private network (VPN) is a secure network 

connection established over the Internet, enabling remote 

access to private networks while ensuring data security 

through encryption. It allows users to bypass geographic 

restrictions and protect their online privacy using encryption 

protocols like IPSec, SSL/TLS, and OpenVPN. VPNs are 

widely used by businesses for secure remote work and by 

individuals for online privacy. While they enhance security, 

they may slow down Internet speed due to encryption 

processing. 

Network Topologies 

Network topology refers to the arrangement of network elements 

(computers, devices, and connections) in a communication network. 

The four main types of network topologies are Bus, Star, Ring, and 

Mesh. 

Bus Topology 

In a bus topology, all devices connect to a single central cable, known 

as the backbone. Data travels along this backbone, and each device 

checks if the data is meant for it. This setup is cost-effective because it 

requires minimal cabling and is easy to install. However, if the 

backbone cable fails, the entire network goes down. Performance also 

decreases as more devices are added due to increased data collisions. 

Star Topology 

In a star topology, all devices connect to a central hub or switch, 

which acts as the network’s communication point. When a device 

sends data, the hub directs it to the intended recipient. This topology is 
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remains operational. However, if the central hub fails, the entire 

network stops working. Star topology requires more cabling compared 

to a bus, making it slightly more expensive but more reliable 

Ring Topology 

In a ring topology, each device connects to exactly two other devices, 

forming a closed loop. Data travels around the ring in one or both 

directions. Since there are no data collisions, performance remains 

stable. However, if one device or connection fails, it can disrupt the 

entire network unless a dual-ring system is used. Adding or removing 

devices requires reconfiguring the network, making it less flexible 

than a star topology. 

Mesh Topology 

In a mesh topology, devices connect directly to multiple other devices, 

ensuring multiple communication paths. A full mesh connects every 

device to every other device, while a partial mesh connects only some. 

This setup provides high reliability because if one connection fails, 

data can take an alternative route. However, mesh networks are 

expensive and complex to maintain due to the large number of 

connections and cabling required. They are mostly used in critical 

systems like military and financial networks where reliability is 

essential. 

Conclusion 

The OSI model, along with the TCP/IP stack, are the conceptual basis 

for how networking occurs, with the physical (MAC) and logical (IP) 

addressing as the glue holding the systems together. While MAC 

addresses allow devices to communicate within local networks, IP 

addresses allow data to transfer across the global Internet. These 

addressing systems work in concert to enable the fluid movement of 

information that underpins our connected digital landscape. You are 

trained to say that because we live in a world where networks evolve 

and new needs lead to new addressing systems. 422 words Discuss 

IPv4 and IPv6 Technical Overview of the growth of the Internet 

Technical Overview Transition from IPv4 to IPv6 The transition from 

IPv4 to IPv6 is considered a major evolutionary step towards the 

expansion of the Internet, allowing billions of devices to be connected 

worldwide. Network addressing is a fundamental concept in the world 

of computer networking, and it is essential for anyone working in this 
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Notes field to understand the core principles that govern how addressing 

operates. 

Multiple Choice Questions (MCQs) 

1. Which of the following is NOT a type of data flow? 

a) Simplex 

b) Half-Duplex 

c) Full-Duplex 

d) Multiplex 

2. Which network type covers the smallest geographical area? 

a) WAN 

b) MAN 

c) LAN 

d) VPN 

3. In a star topology, all devices are connected to: 

a) A single cable 

b) A central hub or switch 

c) A ring structure 

d) Multiple routers 

4. How many layers are there in the OSI model? 

a) 4 

b) 5 

c) 7 

d) 6 

5. Which layer of the OSI model is responsible for logical addressing 

(IP addressing)? 

a) Data Link Layer 

b) Network Layer 

c) Transport Layer 

d) Physical Layer 

6. What is the primary function of a router? 

a) Amplifying signals 

b) Connecting multiple networks 

c) Filtering packets based on MAC addresses 

d) Managing data storage 

7. Which address is used to uniquely identify devices at the 

hardware level? 

a) IP Address 

b) MAC Address 
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d) Domain Name 

8. Which network device operates at the Data Link Layer (Layer 2) of 

the OSI model? 

a) Router 

b) Switch 

c) Hub 

d) Firewall 

9. The TCP/IP model consists of how many layers? 

a) 4 

b) 5 

c) 6 

d) 7 

10. Which device is used to connect two or more networks that use 

different communication protocols? 

a) Hub 

b) Switch 

c) Router 

d) Gateway 

Short Answer Questions 

1. What is data communication, and what are its key components? 

2. Define Simplex, Half-Duplex, and Full-Duplex communication with 

examples. 

3. Explain the differences between LAN, MAN, and WAN networks. 

4. What are network topologies, and why are they important? 

5. Describe the functions of each layer in the OSI model. 

6. What is the difference between MAC address and IP address? 

7. How does a switch differ from a hub in network communication? 

8. What is the role of a router in a network? 

9. Explain the concept of port addressing in networking. 

10. What are the key differences between the OSI model and TCP/IP 

model? 

Long Answer Questions 

1. Explain data communication in detail. What are its key components 

and types? 

2. Describe the different types of network topologies with diagrams 

and their advantages. 
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Notes 3. Compare and contrast the OSI and TCP/IP models with a detailed 

explanation of each layer. 

4. Explain MAC addressing, IP addressing, and port addressing with 

examples. 

5. Discuss the role of hubs, switches, routers, and gateways in 

networking. 

6. What are the functions of each layer in the OSI model? Explain with 

real-world examples. 

7. Explain the difference between circuit switching and packet 

switching. 

8. Describe a real-world use case where different types of networks 

(LAN, MAN, WAN) are utilized. 

9. How does a router determine the best path for data packets? 

Explain routing algorithms. 

10. Compare IPv4 and IPv6 addressing. What are the key differences 

and benefits of IPv6?   
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MODULE 2 

PHYSICAL LAYER 

 

LEARNING OUTCOMES 

By the end of this Module, students will be able to: 

 

1. By the end of this module, learners will be able to: 

2. Understand the functions and responsibilities of the Physical 

Layer in networking. 

3. Learn about different transmission media (Twisted Pair, 

Coaxial, Fiber Optic, Wireless). 

4. Differentiate between analog and digital transmission and their 

applications. 

5. Explain digital transmission techniques like Line Coding, 

Block Coding, and Scrambling. 

6. Understand analog transmission concepts like modulation and 

demodulation (AM, FM, PM). 

. 
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2.1 Functions and Responsibilities of the Physical Layer 

The lowest layer of the seven-layer OSI (Open Systems Interconnection) 

reference model, the physical layer is the central foundation through which 

the entire model interconnects. At its simplest, this entails transmitting raw 

bit streams through a physical medium, along with all the electrical, 

mechanical and procedural interfaces necessary for that. The physical layer 

differs from higher layers where abstract concepts such as addressing, 

routing, and application-specific functions are processed. In the physical 

layer, its principal task is converting a digital bit into a signal capable of 

being carried over different media. If the physical link is based on wires 

(copper wire or fiber optic) or wireless channels, this conversion process 

must consider the characteristics and limitations of the chosen link medium. 

Aspects like voltage levels, timing of voltage changes, physical data rates, 

maximum transmission distances and physical connectors are defined by the 

physical layer. These create that a transmitting device sends a "1" or a "0" 

and the receiving device receives it in the proper manner. Another important 

function of the physical layer is bit synchronization. Data received at the 

physical layer can be translated into meaningful bits when synchronization 

mechanisms play their roles to identify the start and end of bit times. This 

synchronization typically uses certain patterns or timing signals that enable 

devices to align their temporal reference. This can result in misalignment of 

the received signal, causing the receiver to sample bits incorrectly and 

leading to errors in data transmission and communication failure. The 

physical layer also controls the transmission mode, defining if the data gets 

transmitted in simplex, half-duplex, or full-duplex way. Simplex 

transmission: In simplex transmission, data is transmitted only in one 

direction. Half-duplex enables bidirectional communication but only one 

direction at a time, as in walkie-talkies. The most advanced of these three 

modes, full-duplex transmission allows simultaneous bilateral 

communication, greatly improving data throughput and efficiency. 

Another key role of the physical layer is line configuration. It determines 

whether the communication takes place in point-to-point links (connecting 

precisely two devices) or multipoint configurations (connecting three or 

more devices). This arrangement affects addressing schemes, media access 

methods, and network topology. Topology determination is also a 

responsibility of the physical layer. The physical layer specifications can 

determine what type of network layout a network will have in terms of a 
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relation  to nodes are: with each topology providing its own advantages and 

disadvantages in terms of reliability, scalability, fault tolerance, with the 

physical layer giving the necessary support to the scheme. At its core, the 

physical layer is concerned with generation and transmitting signals. 

Physical layer: This layer converts digital information (e.g. 0s and 1s) 

processed by the data link layer into electrical, optical, or electromagnetic 

signals that propagate through the transmission medium. Conventional 

modulation schemes are used for conversion according to the medium and 

the transmission requirements. In case of electrical media, this could 

involve things like amplitude, frequency, or phase modulation, whereas 

optical media may use changes in a beam of light's intensity (or phase). 

Another important function of the physical layer is controlling the 

transmission rate. Also called bit rate control, this function controls how 

quickly bits are delivered through the medium. First, both the sending and 

receiving devices forces the transmission rate to be within their capability, 

and likewise, the transmission medium itself limits the maximum 

transmission rate. Dynamic rate adjustment schemes can be employed for 

optimal performance across diverse channel states. 

Physical Layer: This layer specifies the electrical and mechanical 

characteristics of the physical connection between devices. The 

specifications define everything from connector designs and pin 

assignments to voltage levels and impedance requirements. These 

specifications are defined by standards organizations (e.g., IEEE, ITU-T, 

and ISO) for the interoperability of equipment manufactured by different 

manufacturers. Examples of details in the physical layer domain are the RJ-

45 connector and pin assignments for Ethernet connections, specifications 

of USB interfaces, etc. At the basic level Physical layer coding is one of its 

responsibilities as it encodes binary information for transmission. Raw 

binary data is literally transformed into signals such that in the case of NRZ 

(Non-Return to Zero), Manchester, or 4B/5B encoding that are more 

appropriate for transmission. These codes help to solve problems such as 

baseline wandering, eliminating the DC component, detecting errors, etc. It 

also controls the up and down of voltage and current while sending. It 

identifies the exact electrical characteristics of signals, specifying which 

voltage ranges correspond to a binary value of 1s or 0s. For example in RS-

232, a voltage of between -3V and -15V might convey a logical 1 whereas a 

voltage of between +3V and +15V represents a logical 0. These 
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Notes specifications give you a consistent interpretation across devices and 

environments. The second responsibility, error notification but not error 

correction, also lies in the domain of the physical layer. The physical layer 

can identify some error types, including when a signal dies or the noise 

level becomes too high, and alert higher layers. Most of the time the error 

correction mechanism isn't implemented by the physical layer but the ability 

to detect and report problems allows upper layers to recover from the 

problem. Collision detection in shared transmission media is another 

physical layer function, as in the network architectures CSMA/CD (Carrier 

Sense Multiple Access with Collision Detection) used in Ethernet. The join 

message is sent over the physical layer, and the physical layer realizes that 

multiple devices are trying to transmit at the same time and they collide. It 

alerts the upper layers to take appropriate action in resolving the collision 

once it is detected. For the physical layer, these properties of the 

transmission medium need to be taken into consideration, including the 

medium's bandwidth, attenuation characteristics, noise susceptibility, and 

impedance. Each medium has its own limitations that must use specialized 

processing techniques to address. Examples include the need for 

equalization of twisted pair to overcome high-frequency losses, or the 

necessity of specialized modulation techniques for optical fiber transmission 

in an effort to reach longer distances. 

Wireless channels are more complex to deal with, so the physical layer also 

designs the carrier frequency Choosing, Modulation scheme, transmission 

power, etc. It must solve issues specific to wireless transmission: multipath 

fading, interference, and signal dispersion, to name a few. These types of 

wireless communication enhancement technologies, such as OFDM 

(Orthogonal Frequency Division Multiplexing) and MIMO (Multiple Input 

Multiple Output), function at the physical layer. It is also responsible for 

managing EMI/EMC. This involves shielding methods,  filtering, and signal 

conditioning to reduce the generation of interfering signals and to increase 

the resistance to extraneous interference. These steps are necessary to keep 

communication channels open in the presence of multiple electronic devices. 

Essentially, since your data is simply digits and even though you want it to 

be executed but at the end of the day, this is a two-dimensional 

representation of what a bit of information is and how all of this translates 

to a physical level. Liability for its Fundamental and Responsibilities serve 

as the basis of all higher layer Network operations and is why the Network 

layer is an inescapable part of any system for transmitting data. 
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Transmission media are the physical media through which the data signals 

are transmitted from the sender to receiver and they form the basis of each 

and every communication network. These media differ substantially in 

terms of their physical properties, performance capabilities, installation 

requirements, and cost considerations. Transmission media are often 

grouped broadly by communication engineers into few categories including 

guided media, through which signals are transmitted through solid material, 

and unguided media, which use wireless transmission through the 

atmosphere or space. Selecting Suitable transmission media Transmission 

media need to be selected based on required bandwidth, transmission 

distance, installation environment, security and budget constraints. 

Twisted Pair Cable 

Twisted pair cable is one of the oldest and most common transmission 

media used in telecommunication and networking. Its name is indicative of 

its design: a pair of copper conductors, each insulated in plastic, twisted 

together in a helical pattern. This twisting has an important function beyond 

organization — it actually reduces electromagnetic interference (EMI) and 

crosstalk between adjacent pairs. When electrical signals run through 

conductors, magnetic fields are generated that can produce stray currents in 

nearby wires. The magnetic fields of the pairs then cancel each other out 

when those pairs are twisted in adjacent directions. 

There are mainly two types of twisted pair cable which are known as 

unshielded twisted pair (UTP) and shielded twisted pair (STP). With UTP, 

the noise immunity is achieved solely through the twisting arrangement and 

is the more frequent and cheaper choice. It has no extra armor besides the 

individual plastic insulation on each wire. Because of UTP's simplicity, it is 

lighter and more flexible, which makes it much easier to install, especially 

in tightly-packed networking environments. Modern Unshielded Twisted 

Pair (UTP) cables are assigned performance categories (ie: Cat 1 to Cat 8) 

which are defined by the maximum bandwidth supported and the maximum 

data rate. Building on this foundation, Cat 5e, with Gigabit Ethernet 

support, has emerged as the current mainstream cabling standard, while the 

demands of increasingly high-performance applications have ushered in 

wiring specs like Cat 6, Cat 6A, and more. STP, on the other hand, wraps 

the twisted pairs in metallic shielding—often aluminum foil or copper braid. 

The dual shielding increases immunity to electromagnetic interference, 

which ultimately makes STP ideal for electrically noisy environments and 
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Notes applications where maximum signal integrity is critical. One of the advanced 

STP designs includes both an individual pair shield (screened twisted pair) 

as well as an overall shield, providing a multi-layered protection. While this 

has benefits, it does so at a cost: STP cables are bulkier, less flexible, pricier, 

and the shield must be formatted correctly to work. The performance of 

twisted pair cables is influenced by multiple factors, such as the quality of 

the copper conductors used, the number of twists per unit length (more 

twists typically result in higher immunity to induced noise), the accuracy of 

the rotation pattern, and the quality of the dielectric material. Twisted pair 

cables are typically used for telephone connections, Ethernet networks, 

security systems, and building automation. When designed for use in 

building cross-connects, structured cabling systems for residential and 

commercial environments almost entirely use twisted pair cable, as it is 

cheaper and plenty good enough for most indoor applications. Twisted pair 

cable has its advantages but also has disadvantages. For given physical 

coverage it has a relatively high attenuation, i.e. signal strength decreases 

rapidly with distance, so effective communicability is normally limited to a 

few hundred meters without repeaters or amplifiers. It is susceptible, 

however, to some kinds of interference, especially in industrial settings 

where there is lots of heavy machinery around or where there are big 

electromagnetic fields. Moreover, twisted pair provides lower bandwidth 

than coaxial or even fiber optic options, although improvements in 

signaling technologies are still stretching its limits. 

 

Coaxial Cable 

Already, coaxial cable (commonly known as coax) was a major 

improvement over twisted pair, both in bandwidth capacity and in the 

immunity from noise. This unique structure consists of a copper conductor 

in the center, with a layer of insulating material (dielectric) surrounding it, 

Figure 2.1: Type of Wired Media 
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aluminum braid, foil, or both). The assembly is then finished off with an 

outer protective jacket, typically composed of PVC (polyvinyl chloride) or 

plenum-rated materials. This allows the cable to be named “co-” (common) 

and “axial” (axis), since all the components share a common geometric axis. 

This design inherently provides electromagnetic shielding, as the outer 

conductor acts as a Faraday cage, shielding the inner conductor from 

external electrical interference while also preventing the signal from leaking 

out of the cable. This shielding property of coaxial cable helps to prevent 

electromagnetic interference and minimize crosstalk between adjacent 

cables, thus it is much less susceptible measure than twisted pair. The cable 

also retains a consistent geometric relationship between the inner conductor 

and outer shield, ensuring consistent electrical properties along the length of 

the cable, which helps propagate higher frequencies with less signal loss. In 

general, coaxial cables come in two varieties, categorized by their 

impedance: 50-ohm and 75-ohm. 15: 50-ohm cables, which are optimized 

for power transmission, are used in wireless communication systems, 

connections for test equipment and industrial networks.  

The 75-ohm version, designed for voltage transfer and minimal signal 

reflection, is the most common in video, cable tv distribution, and home 

broadband installations. The impedance of the cable is selected by the 

physical dimensions, that is, the ratio between the inner conductor and the 

shield diameters. Over time, certain standard types of coaxial cable have 

developed into such usage. Modern installations for cable television and 

satellite have gravitated towards RG-6, which has a thicker center conductor 

and a higher quality dielectric. Now, RG-59 has a thinner center conductor 

that’s commonly installed in CCTV systems and brief video runs. RG-58 is 

a moderate flexibility 50-ohm cable used in amateur radio and some older 

networking applications. Thicker types like RG-8 and RG-11 can carry 

longer transmission distances and higher power levels, meaning they are fit 

for broadcasting and specialized communications infrastructure. Coaxial 

cable has many advantages over twisted pair: It has a much higher 

bandwidth and can carry much more signal (several gigahertz of frequency 

range can be transmitted down high quality coaxial cable). This is the 

reason it can transmit a longer distance between two towers without 

regenerating the signal, making it measure kilometers rather than hundreds 

of meters. Coaxial is electrically noisy environments due to the excellent 

noise-immunity provided by the robust shielding. In addition, its 
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Notes standardized connectors (e.g., BNC, F-type and N-type) facilitate 

termination and interconnection. IEEE 802.3 Conventions The standard 

coaxial cable was a fundamental component of early computer networking, 

serving as the transmission medium for both the 10BASE5 ("thick 

Ethernet") and 10BASE2 ("thin Ethernet") specifications. While the twisted 

pair and fiber optic media have all but completely Replace coax connections 

in today's LANs and can provide the same Source material and services to 

the home, they are still very much in use in cable television distribution, 

broadband internet services, high-definition video transmission, and other 

cost high-bandwidth applications (up to Kingsolver 256 QAM256) where 

distance is not critical (coax can carry high-bandwidth signals up to 5003000 

m whilst twisted pair limited to100m). Although coaxial cable has its 

advantages, it also has some disadvantages. It is more expensive than 

twisted pair cable, and high-quality versions can exceed significantly higher 

prices. The relative inflexibility of the cable and precision needed for proper 

connector installation makes installation more difficult. Coaxial cable with 

greater diameter can be challenging to route through space-constrained 

areas due to the physical volume that coaxial cable takes up. And while it is 

more resistant to jamming than twisted pair, coaxial cable is still prone to 

signal leakage at improperly installed connectors or damaged sections of the 

shield. 

Fiber Optic 

Fiber optic cable is the ultimate form of guided transmission media, 

transmitting information using the principles of optical physics rather than 

electric conductivity. This revolutionary medium is made up of very, very 

thin strands of pure glass or plastic — each one generally thinner than a 

human hair — that transmit data in pulses of light instead of electrical 

impulses. Of course, the fiber itself has two concentric layers, a core through 

which the light travels and a cladding surrounding the core with a lower 

refractive index that enables total internal reflection to keep the light signals 

in the core while they propagate along the fiber's length. At the transmitter 

side, ghost knowledge they use light emitting diodes (LEDs) or laser diodes 

to convert electrical signals to light pulses. These pulses of light are 

transmitted through the fiber with minimal attenuation and at the receiving 

end, they are converted back into electrical signals using photodiodes or 

photosensitive transistors. While metallic conductors depend on the 

movement of electrons, fiber optics depend on photons, making them 
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of signals through inductive coupling. 

There are two general types of fiber optic cables: single-mode and 

multimode. Its core has shell width of 8-10 micrometers in diameter which 

allows and thus permits only one mode or pathway for light propagation; 

single-mode fiber. This structure reduces signal spreading and loss, 

permitting it to be transmitted over remarkably long distances (often greater 

than 100 km without amplification). Single mode systems use laser light 

sources with very specific wavelengths, typically 1310nm or 1550nm, and 

are often used in telecommunications backbones, long-haul data 

transmission and submarine cable systems. Conversely, multimode fiber 

consists of a larger core (50 or 62.5 micrometers in diameter) that enables 

several routes for light. This arrangement allows for cheaper light sources 

such as LEDs to be employed, but introduces modal dispersion — different 

paths take varying amounts of time to travel through the fiber, expanding the 

resulting signal. As a result, multimode fiber can sustain shorter 

transmission distances, usually up to several kilometers, making it ideal for 

local area networks, data centers, and campus scenarios. Current multimode 

fibers utilize graded-index cores: here, the refractive index gradually 

decreases from center to edge. Fiber optic cable has tremendous advantages 

over metallic media. It provides remarkably high bandwidth, with state-of-

the-art systems achieving terabits per second over a single fiber using 

wavelength division multiplexing (WDM) methods. A fiber has incredibly 

low attenuation and can be transmitted over very long distances without 

needing to regenerate a signal — which is particularly important for 

intercontinental communications. It is completely immune to 

electromagnetic interference and doesn't require shielding, enabling 

placement very close to or alongside power lines or in other electrically 

noisy environments. So, electrical hazards, like ground loops, lightning 

damage, etc are not possible with it, since glass fibers are not conductive. 

Fiber becomes imperceptibly small and extremely light-weight to ensure 

installation into crowded conduits or overhead spans. Fiber optic cable has 

inherent advantages from a security standpoint.  

While copper media are emitting electromagnetic fields that can be 

intercepted, in fiber light signals are contained in the core, making an 

unauthorized tap very difficult and detectable. This quality is why many 

sensitive communications areas in government, finance and military 

applications prefer fiber. Although there are advantages, fiber optic systems 
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for installation, end, and testing far surpasses the expense of copper media 

instruments. While the glass fibers are flexible, they must still be handled 

with care as breakage or micro-bending can diminish performance. The 

installation of connectors requires perfectly aligned microscopic fiber cores 

so that only one compatible connector can be attached to the respective 

fiber ends, making it work for a skilled technician. And while the cable itself 

is resistant to many environmental factors, the transmitting and receiving 

equipment tends to need controlled environments. Fiber optic technology is 

being used in more and more applications beyond conventional 

telecommunications and networking. Fiber optics are used for minimally 

invasive surgeries and diagnostics in medical procedures. Deleted systems 

use optical fiber for monitoring relate to hazards or high-temperature 

environments where electronic sensors would typically fail. Fiber sensing is 

used in smart buildings for health monitoring of structures. Fiber optic 

networks are increasingly used in the automotive and aerospace industries 

because of their weight advantages and immunity to electromagnetic 

interference. Series of fiber optic technological innovations revolutionize 

copper-based systems to be replaced in an ever-increasing array of 

applications, supporting the future-oriented communications infrastructure 

as the leading medium for transmission with superior performance 

characteristics. 

Wireless 

It frees you from the rigidity of physical connections between devices. In 

contrast to guided media that enclose signals within solid substrates, 

wireless transmission employs electromagnetic radiation traveling through 

the environment or through space. This intrinsic quality of wireless 

promotes mobility, flexibility, and connectivity in many places wired 

systems cannot be installed. The electromagnetic spectrum that is used for 

wireless communications ranges from low radio frequencies to extremely 

high microwave frequencies and higher. Each frequency band has its own 

unique attributes in terms of range, data capacity, obstacle penetration, and 

susceptibility to interference. Lower frequencies have better propagation 

properties, penetrating buildings and other obstacles better and traveling 

further. The higher frequency allows increased bandwidth, but they 

generally cover shorter distances and require line of sight conditions. It is, 

of course, the underlying technology behind most wireless systems.  
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Notes AM and FM radio broadcasts are in the kilohertz to megahertz range, 

providing wide area coverage with relatively simple hardware. Therefore, 

modern mobile networks use multiple frequency bands (700 MHz-6 GHz), 

advanced digital modulation and coding schemes, and adaptive resource 

allocation to increase system throughput while using limited spectrum. For 

several decades, ISM bands have been opened up to proprietary standards, 

as well as for 5G networks, the frequency space typically used starts from 

300 MHz, and in this range, there are new millimeter-wave frequencies at 

approximately 28 GHz and 39 GHz for the unlicensed community around to 

the unrivaled bandwidth but at a reduced coverage area per base station. 

Microwave transmission -- at frequencies normally ranging between 1 GHz 

and 100 GHz -- allows for point-to-point communications with highly 

directional, focused beams. They are used for telecommunications 

backhaul, connecting cell towers to the network and linking high-capacity 

connections between buildings. Microwave systems require the careful 

alignment of transmitting and receiving antennas and typically require line-

of-sight conditions since their short wavelengths mean that they experience 

attenuation by the atmosphere, especially during rain events. Satellite 

communication takes wireless to the macro end of the spectrum, relaying 

signals around the globe via spacecraft in a range of orbital configurations. 

Geostationary satellites 35,786 kilometers over the equator appear in a fixed 

position relative to Earth and offer continuous coverage to broad geographic 

areas, but induce noticeable latency, owing to the signal travel distance.  

Low Earth Orbit (LEO) satellites are between 500 and 2,000 kilometer 

above the Earth's surface and are lower latency, but require a large amount 

of satellites to maintain constant coverage, as this type of satellite moves 

extremely fast relative to the Earth. Infrared (IR) transmission uses slightly 

longer, between 850nm and 900nm, wavelengths than the visible spectrum 

for a line-of-sight, short-range usage. Most widely known for its use in 

television remote controls, infrared technology also has applications within 

specialized indoor positioning systems, device authentication and some 

legacy data transfer systems. Because it cannot pass through anything solid, 

it therefore has a limited distance, but it radiates inside the walls, inherently 

giving security to its limits. Infrared communication has a low power 

requirement and is immune to radio frequency interference; however, it is 

limited to specific niche applications. Visible Light Communication (VLC), 

also called Li-Fi, is an advanced communication method which loads data 

in LED lighting systems for transmission whilst still providing light. VLC 
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Notes operates in the 400-800 THz frequency range (the visible light spectrum), 

providing IBPSA potential gigabit ting speeds (hundreds) on a theoretical 

level while taking advantage of existing lighting infrastructure. Similar to 

the infrared, VLC also needs line-of-sight conditions and cannot pass 

opaque obstacles, which limits its applications mainly to indoor conditions 

but provides better security and working in locations in which RF emissions 

are not allowed. Showing how standardized implementations of different 

wireless technologies have been adopted to enable connectivity. Wi-Fi 

(IEEE 802.11) has become ubiquitous for local area networking, providing 

connectivity on the order of 100m and data rates currently in excess of 10 

Gbps (in the most recent versions of the standard). Bluetooth sets up the 

short-range personal area networks that connect peripherals and devices 

within a range of about 10 meters and use very little power.  

Cellular networks are wide-area networks that span entire continents that 

are continuously evolving generations with continuously increasing data 

rates and latency. Low-power wide-area networks (LPWAN) such as Lora 

WAN and NB-IoT provide Internet of Things applications with 

connectivity that spans several kilometers and long battery life of the 

sensors. Wireless transmission media are not without their challenges 

despite their transformative advantages. In stark contrast to guided media, 

where signals are confined to controlled pathways, wireless signals spread 

through unregulated, shared spaces, leaving them especially vulnerable to 

interference from both natural and man-made disruptors. Spectrum scarcity 

requires intricate frequency allocation and sharing mechanisms. Signal loss 

increases with distance, and effects such as multipath propagation in which 

signals take several paths to reach the receiver at different times causes 

fading and intersymbol interference. Tremendous signal strength and level 

can be affected by physical barriers, environmental conditions, and even 

trees. With wireless media, security is especially important because 

transmitted signals leak outside the physical boundaries of the network and 

can be detected, even if the detection of transmission was carried out 

without physical access to the network infrastructure. To ensure data 

confidentiality and integrity, it requires strong encryption and 

authentication methods. Still, the development of wireless technology has 

been so fast, and the research continues to tackle the current shortcomings 

by utilizing techniques such as massive MIMO (Multiple Input Multiple 

Output), beam forming, cognitive radio and dynamic spectrum access. 

Wireless transmission media will continue increasing the capabilities of 
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Notes wireless transmission media as these technologies mature while enabling 

new applications and use cases become available that were not otherwise 

possible. 

2.3 Data Transmission: Analog and Digital 

Data can be transmitted in two major forms: analog and digital. These two 

paradigms are fundamentally different ways that information can be 

transmitted across communication channels, each with its own properties, 

strengths and weaknesses. Learn the differences between analog and digital 

transmission to gain a better understanding of what shaped communication 

systems and technology. 

Analog Transmission 

An analog transmission involves a continuously varying signal in direct 

relation to changes in the information being conveyed. Here, the emitted 

signal changes smoothly and continuously, exactly as does the aspect of 

nature it depicts, in relation to the information being relayed. The best-

known example is the conventional telephone system, in which human 

speech converts to sound waves that are translated into corresponding 

electrical signals that vary continuously in amplitude and frequency. 

Likewise, AM and FM radio broadcasting use analog modulation methods, 

where the amplitude or frequency of a carrier wave changes relative to the 

audio signal. The hallmark of analog signals is their infinite resolution in 

practical terms; they can take on any value within their functional envelope, 

rather than only discrete steps. Continuous as it is, does have certain 

benefits, especially when modeling natural phenomena.  

Analog signals inherently retain nuances and subtleties that may be lost in a 

digitized version. For audio and visual information in particular, analog 

transmission can retain the continuity of waves of sound and variations in 

light. Numerous modulation techniques enable analog transmission through 

several different transmission media. Explaining AM: The amplitude 

modulation uses a constant frequency and varies the strength of a carrier 

wave according to the information signal. In Frequency Modulation (FM) 

the amplitude is held constant and the frequency varied around the value. 

With Phase Modulation (PM), phase angles of the carrier wave are changed 

but the amplitude and frequency remain constant. They facilitate the 

transmission of complex analog signals over diverse distances and mediums, 

either independently or with support from these basic approaches. Although 

analog transmission has been in use for many years, it has serious 

disadvantages that have led the industry to migrate toward digital 
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Notes transmission. The biggest downside is noise vulnerability. Analog Sig In: 

Noise Noise is the random variation that corrupts the original signal as it 

propagates through transmission media. While it’s relatively straightforward 

in digital systems to generate copies of the original signal at points called 

repeaters, analog signals can only be amplified, which means the desired 

signal and the noise that has accumulated along the voyage also gets 

stronger. Light is simple as a coherent wave, it damage the signal after 

distance, and after the number of transmission stage, limiting the effective 

range and quality. Also, unlike two systems, the information in an analog 

system is stored in a physical system, the same amount of signal is stored in 

less space, which makes it inefficient in terms of band width usage. Without 

advanced compression technologies, a limited amount of information can be 

sent over any bandwidth. Moreover, the nature of analog signals means 

crypto protection is a challenge, with it being continuous variation making 

it more difficult for cryptographic security, and often less secure than a 

digital equivalent. 

Digital Transmission 

Contrary to analog transmission, where information is conveyed 

continuously, in digital transmission, information is reduced to discrete, 

discontinuous signals that can take only a limited number of predetermined 

values — essentially 0s and 1s. For digital communications, data from an 

analog source (like speech) or a digital source, (like computer data) is 

converted into binary sequences and then transmitted over a communication 

channel. Digital transmission also provides many technical advantages that 

has turned it into the dominant paradigm in modern communications. Most 

importantly, the signals are digital and hence more immune to noise. 

Because digital receivers must only determine if the signal value is in one 

of two states as opposed to what the signal value is, the bit can still be 

correctly identified with a moderate signal-to-noise ratio. Also, at 

intermediate points in the transmission path, a digital signal can be 

regenerated wholly, with repeaters generating fully pristine new signals that 

conform to the original bit pattern and so erase the noise and distortion that 

may have accumulated. Related: Why is digital better than analog? Systems 

can detect when bits are corrupted and can request them to be resent or, in 

many cases, recreate the original information from the redundancy. This 

feature greatly increases reliability, especially over noisy channels or across 

long distances. Instead of sending full representations, compression 

algorithms look for patterns and redundancies, encoding information in a 
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Notes more efficient manner. This is especially useful in multimedia applications, 

where methods such as MPEG and MP3 can help to compress video and 

audio, respectively, to a much lower bandwidth while still retaining 

acceptable quality. Digital technology allows the straightforward 

implementation of encryption and security features since manipulating 

discrete binary values makes operations more suitable for cryptography. 

This unique feature has far reaching implications for privacy, authentication 

and data integrity in communication systems. Moreover, with digital signals, 

integration with computing systems is straightforward, removing the need 

for conversion steps and allowing direct processing, storage, and 

manipulation of information being transmitted. 

The multi-year digital transmission project was developed at Digital 

Labs.  

Specialized encoding techniques are used to convert binary data into signals 

that can be transmitted over physical media, taking into consideration 

various aspects of performance while also compensating for the limitations 

associated with specific transmission channels. These techniques can be 

classified into three broad categories: line coding, block coding, and 

scrambling. 

Line Coding 

Line coding encodes raw binary data (sequences of 0s and 1s) into a digital 

signal suitable for the transmission medium. Conversion however has to 

overcome some practical constraints like the synchronization between the 

sender and receiver, removal of the DC component, Error Detection 

capability, noise immunity, and the bandwidth efficiency. Different line 

coding schemes focus on different    aspects of these requirements which 

leads to a variety of different approaches for different applications. Non-

Return to Zero (NRZ) is basically the simplest line coding technique where 

one physical state (normally positive voltage) signifies binary 1 and another 

physical state (normally negative or zero voltage) signifies binary 0. Non-

return-to-zero Level (NRZ-L) keeps the signal level for the whole bit time 

period, and Non-return-to-zero Inverted (NRZ-I) is inverting the signal level 

at every occurrence of a binary 1. These basic NRZ schemes are simple to 

implement, but have some problems synchronizing in long sequences of 

identical bits, and can have a relatively strong dc component. Manchester 

encoding, which was standardized in IEEE 802.3 for early Ethernet 

implementations, overcomes the synchronization limitation by introducing a 

signal transition in the middle of each bit period. In binary 1, the signal 
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Notes transitions from high to low, and in binary 0, it goes from low to high. This 

transition is guaranteed to occur and allows for clock recovery but at double 

the bandwidth than an NRZ signal. Token Ring networks use a modified 

version called Differential Manchester where transition presence or absence 

in the data stream rather than transition direction is encoded, making it more 

resistant to noise. For example, one-digit bipolar encoding schemes, such as 

Alternate Mark Inversion (AMI), utilize three levels of signal—positive, 

zero, and negative. Binary 0 represents a state of zero voltage, whereas 

binary 1 switches between positive and negative voltages at a wake up 

speed.  

The alternating p and n pulses generate a signal without DC content, which 

can be used in AC-coupled transmission systems. His work is built upon by 

enhanced versions such as B8ZS (Bipolar with 8-Zero Substitution), which 

rectify synchronization problems arising from long strings of zeros by 

intentionally inserting controlled code violations that receivers can detect 

and decode. Multi-level formats such as 2B1Q (2 Binary, 1 Quaternary) 

also encode two bits of binary information as a single quaternary symbol 

using four different signal levels. The symbol rate, which is the rate at which 

signal qualities (termed as "symbols") are changed, is lower than the bit 

rate; additionally, approximately double the bandwidth is needed to maintain 

less stringent signal detection. This idea evolves into PAM5 (Pulse 

Amplitude Modulation with 5 levels), which is used in Gigabit Ethernet 

over copper, and encodes multiple bits into each symbol with more 

advanced signal processing to combat the increased susceptibility to noise. 

Block Coding 

Block coding is more than just mapping the bits to the signal, it put data bits 

together into blocks and encodes them as larger code words. Used by FDDI 

(Fiber Distributed Data Interface) and later adapted for Fast Ethernet, the 

4B/5B encoding scheme encodes 4-bit data blocks into 5-bit code words. An 

overhead of 25% is imposed, yet code words that are more than 2 zeros' long 

are excluded from the pooling, thus eliminating synchronization failures 

even in the case of NRZI (Non Return to zero Inverted) line encoding. The 

extra redundancy also allows for the detection of some transmission errors 

by recognising invalid code words. 8B/10B is a line code developed by 

IBM that is used in Fibre Channel, PCI Express and SATAD, which maps 8-

byte data bytes to 10-bit transmission characters. The scheme chooses its 

code words carefully to ensure DC balance (approximately the same number 

of 1s and 0s in a sequence) and provide enough transitions to recover the 
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Notes clock. Besides the signal properties mentioned, 8B/10B also contains 

special control characters that are different from data characters, which 

allow for in-band signaling of link management functions. With 64B/66B 

encoding, used in 10 Gigabit Ethernet, the coding overhead is reduced to 

about 3%, while enough transitions for reliable transmission are still 

present[9]. Instead of encoding each individual byte, this is a block-oriented 

encoding scheme that handles 64-bit blocks, adding a 2-bit header that 

shows whether that block consists just of data or includes control data. 

Scrambling leaves us with a 64-bit payload that both achieves good 

transition density and avoids the greater overhead of any byte-wise oriented 

codes. 

Scrambling 

Scrambling methods modify the data stream employing deterministic 

algorithms that randomize the bit patterns, but no redundancy is added. As 

opposed to block coding which adds bits explicitly, scramblers rearrange the 

bit pattern to prevent appearance of the problematic sequences while 

keeping the same bit rate. Matching algorithms are applied in both the 

transmitter and the receiver, which enables the original data to be recovered 

by performing inverse operations at the receiver end. Feedback scramblers, 

or self-synchronizing scramblers, are scramblers that combine the current 

data bit to bits originating from other positions in the transmitted sequence 

using a series of exclusive-OR operations. This feedback loop forces long 

runs of the same bits to generate pseudo-random patterns on the media, 

regardless of whether the original data is repetitive in nature. The 

SONET/SDH transmission standard uses such a scrambler to randomize the 

payload, resulting in no pattern dependent jitter and a sufficient number of 

transitions in the bit stream for clock recovery purposes. Additive 

scramblers (or synchronous scramblers) XOR the data stream with a 

predetermined pseudo-random sequence generated by a linear feedback 

shift register (LFSR). It needs synchronization at the start of the transmitter 

and receiver; however, it can provide much better randomization properties. 

Additive Scrambling is typically used by many digital satellite systems, so 

that spectral spreading occurs and interference is reduced. In digital 

transmission systems scrambled transmission offers several major 

advantages. So, instead of focusing it all on a frequency, it spreads that 

energy in frequency, which helps reduce electromagnetic interference and 

helps with coexistence with other systems. The pseudo-random nature 
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Notes removes any long strings of 0s or 1s as this could have led to problems with 

timing recovery.  

Moreover, scrambling is used to reduce the peak-to-average power ratio for 

multi-carrier modulation systems to enhance the power amplifier efficiency. 

The choice of data transmission methods—analog/digital—and coding 

techniques used, depend on many factors such as characteristics of the 

physical medium, desired data rate, acceptable error rate, power constraints, 

and compatibility requirements. In practice, many modern communication 

systems use combinations of such techniques in advanced configurations to 

capitalize on the strengths of each technique while overcoming their 

respective weaknesses. Nonetheless, despite the progress of technology, 

these fundamental aspects of data transmission remain central to our 

comprehension of, and advancement within, the vast umbrella of 

communication capabilities made possible through an increasingly 

expansive set of networked applications. 
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Notes Unit 4: Analog Transmission and Channel Characteristics 

2.4 Analog Transmission 

Fundamental to many time-tested communication systems, analog 

transmission involves the process of sending out continuous analog 

signals over different channels. This process turns data into 

waveforms that can be adjusted, giving each a unique appearance, and 

enabling data to be sent through channels. These basic concepts are 

important because these fundamentals are the basis for understanding 

how information moves through physical media in 

telecommunications. 

Modulation Fundamentals 

Modulation is, it’s the varying of one of the properties of a periodic 

waveform, called the carrier signal, with a separate signal called the 

modulating signal, which typically contains information to be 

transmitted. This allows information to be sent over channels that 

wouldn't be able to transmit it otherwise. The carrier wave is a high-

frequent sinus wave, whose amplitude, frequency or phase can be 

adjusted depending on the information signal. 

The carrier wave is mathematically represented as: s(t) = A cos(2πft 

+ φ) 

Where: 

• A represents the amplitude 

• f represents the frequency 

• φ represents the phase 

• t represents time 

The modulating signal is the signal to be transmitted, and it changes 

one or more characteristics of the carrier wave. The three 

fundamental types of analog modulation are Amplitude Modulation 

(AM), Frequency Modulation (FM), and Phase Modulation (PM). 

Amplitude Modulation (AM) 

Amplitude Modulation (AM) AM is one of the simplest modulation 

technique, in which amplitude of the carrier wave is varied with 

respect to the instant amplitude of the modulating wave. This process 

preserves the frequency and the phase of the carrier. 

The PM signal is given by: s(t) = A cos(2πfct + kp*m(t)) 

Where: 

• A is the carrier amplitude 

• Signalomord[m(t)] 
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Notes • fc is the carrier frequency 

One of the advantages of AM is its relatively simple circuitry and this 

is why it is usually used for broadcasting, especially for radio near 

medium frequency (MF) of about 535 to 1705 kHz range. AM 

receivers are cheap because they are simple, but they are prone to 

noise and atmospheric interference. Since noise influences the 

amplitude of signals, it is the Achilles heel of AM. 

The bandwidth for AM signals is twice that of the highest frequency 

of the modulating signal. For example, if information signal has a 

maximum frequency of 5 kHz, then the AM signal would have a 

bandwidth of 10 kHz. Compared to other modulation types, this 

bandwidth efficiency is moderate. 

In amplitude modulation, the modulation index (μ) indicates the 

nature of the (amplitude) variation and is given by : μ = Am/Ac 

Where: 

• Am is modulating signal peak amplitude 

• Ac is the ampæitude of the carrier wave without 

modulation 

For conventional AM, the modulation index is usually between 0 and 

1. When μ > 1, we have an   overmodulated system, which eventually 

results in distortion of the recovered signal. The carrier component 

and two sidebands compose AM signals. This upper sideband (USB) 

is all the frequencies above the carrier frequency and the lower 

sideband (LSB) covers the frequencies below it. Both sidebands have 

the same content which introduces redundancy in the transmission. 

AM has several variants, including one or more of: 

1. Double-Sideband Full Carrier (DSB-FC): The standard AM 

format containing both sidebands and the full carrier. 

2. The carrier is suppressed and only sidebands are transmitted 

inDSB-SC (Double-Sideband Suppressed Carrier): this 

method of transmittingresults in power savings. 

3. Single-Sideband (SSB) Modulation: In SSB, only the upper or 

lower sideband is transmitted, leading to better bandwidth 

utilization and increased power efficiency. 

4. Vestigial Sideband (VSB): Allows a majority of one sideband 

to be transmitted with only a fraction of the other sideband 

(half the filter cutoff frequency). 
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Notes Advantages of AM are simple implement, relatively cheap receivers 

and envelope detection demodulation. On the down side, they have 

poor noise immunity, power-inefficient (much of the power is in the 

carrier, which contains no information) and bandwidth limits audio 

quality. 

Frequency Modulation (FM) 

In Frequency Modulation, the frequency of the carrier signal changes 

according to the amplitude of the modulating signal while the 

amplitude of the carrier remains constant. Due to the fact that majority 

of the natural and artificial noise impacts the signal's amplitude and 

not the frequency, FM demonstrates greater noise immunity than AM. 

s(t) = A cos 2π ( fc + kf m (t)) t 

Where: 

• A is the carrier amplitude 

• fc is the carrier frequency 

• kf is the constant frequency deviation 

• Indicator of m(t) 

The Freeman Frequency Modulation signals define the following 

instantaneous frequency: fi = fc + kfm(t). 

Where, Δf = frequency deviation = maximum deviation of the 

instantaneous frequency from its carrier frequency = proportional to 

the amplitude of the modulating signal. 

FM Modulation Index The modulation index for FM, β, is defined: β 

= Δf/fm 

Where: 

Δf is the frequency deviation and 

• fm is the greatest frequency factor inside the modulating signal 

In contrast with AM, FM systems can have a {textstyle {mu }}greater 

than 1, resulting in wideband FM systems that have great null 

respunsibilty to random and impulse noise, but consume bandwidth. 

Carson rule states that for an FM signal, the bandwidth is 

approximately given by diamondBW = 2(Δf + fm) diamondBW = 

2(Δf + fm) 

FM is hona common thoughout broadcast radio for high-fidelity 

sound over a wide bandwidth in the Very High Frequency (VHF) 

range, usually from 88 to 108 megahertz (MHz). Thus, FM systems 

have significantly better audio quality and noise rejection than AM 

systems, which makes them the way for music to broadcast. 
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Notes The advantages of FM include: 

Let’s also note, excellent noise immunity (as most noise is amplitude 

rather than frequency based in the signal). 

1. Better signal to noise ratio (SNR), especially in wideband fm 

systems. 

2. The broader bandwidth gives better fidelity sound 

reproduction. 

3. These include constant envelope properties that enable 

efficient power amplification. 

But FM has its downsides too: 

1. There are various permutations of this concatenation which 

represent increased bandwidth usage, particularly for 

wideband FM. 

2. AM systems have a more complex receiver in comparison. 

3. Vulnerability to multipath interference, which may result  in 

distortion. 

4. Capture effect, which allows strong signals to completely 

mask weaker ones on the same frequency. 

5. FM isn't just for broadcast, such as telemetry, radar systems, 

two-way radio comm, and also for the transmission of 

analogue television sound. 

Phase Modulation (PM) 

Phase Modulation changes the phase of the carrier wave in direct 

proportion to the modulating signal's amplitude. The PM is akin to 

FM, as phase modulation can be seen as a instantaneous frequency 

modulation, and vice versa. 

In the case of phase modulation, the modulated signal varies with the 

following equation: s(t) = A cos[2πfct + kpm(t)] 

Where: 

• A is the carrier amplitude 

• fc is the carrier frequency 

• kp is the phase deviation constant 

• m(t) is the modulating signal 

The instantaneous phase of the PM signal is given by φi = 2πfct + 

kpm(t) 

Phase deviation Δφ is the absolute value of the difference between the 

instantaneous phase and unmodulated carrier phase, and it is 

proportional to the modulation signal amplitude. 
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Notes The modulation index for PM, symbolized as β, is: β = Δφ 

In contrast to FM where the modulation index is a function of the 

modulating signal Vc (both amplitude and frequency), in PM the 

modulation index only depends on the amplitude of the modulating 

signal. 

Like FM systems, PM systems require similar bandwidth and have 

many of the same pros and cons. However, PM has some distinct 

features: 

1. Direct phase modulation simplifies the modulation process for 

digital signals. 

2. PM can be more sensitive to the rate of change of the 

modulating signal. 

3. PM systems often require pre-emphasis and de-emphasis 

networks similar to FM. 

In practice, PM is less commonly used for analog signals but finds 

significant application in digital modulation schemes like Phase-Shift 

Keying (PSK). 

Comparative Analysis of Modulation Techniques 

Each modulation technique offers distinct advantages and 

disadvantages, making them suitable for different applications: 

Parameter AM FM PM 

Noise 

Immunity 
Poor Excellent Good 

Bandwidth 

Efficiency 
Good Poor Poor 

Power 

Efficiency 
Poor Good Good 

Circuit 

Complexity 
Simple Complex Complex 

Fidelity Moderate High High 

Typical 

Applications 

Broadcasting, 

Aircraft 

Communication 

High-fidelity 

broadcasting, 

Mobile 

communications 

Digital 

communications, 

Satellite links 

The choice between these modulation techniques depends on the 

specific requirements of the communication system, including 

bandwidth availability, required signal quality, power constraints, and 

susceptibility to various types of interference. 
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Notes Demodulation Techniques 

Demodulation is the process of extracting the original information-

bearing signal from a modulated carrier wave. The demodulation 

method employed depends on the type of modulation used in the 

transmission. 

AM Demodulation 

Several methods exist for demodulating AM signals: 

1. Envelope Detection: The simplest method, employing a diode 

rectifier followed by a low-pass filter to extract the envelope 

of the AM signal. The envelope corresponds to the original 

modulating signal plus a DC component that can be removed 

using a coupling capacitor. Envelope detection is effective 

when the modulation index is less than 1 and the carrier 

component is present. 

2. Synchronous Detection: Also known as coherent detection, 

this method involves multiplying the received AM signal with 

a locally generated carrier signal that matches the frequency 

and phase of the transmitted carrier. The product is then 

passed through a low-pass filter to extract the original 

modulating signal. Synchronous detection offers better 

performance in the presence of noise but requires accurate 

carrier recovery circuits. 

3. Square-Law Detection: This method exploits the nonlinear 

characteristics of certain devices to demodulate AM signals. 

The received signal is passed through a device with a square-

law characteristic, followed by a low-pass filter to extract the 

modulating signal. 

FM Demodulation 

FM demodulation techniques include: 

1. Slope Detection: A simple method that converts frequency 

variations into amplitude variations by passing the FM signal 

through a differentiator or a filter with a sloped frequency 

response. The resulting amplitude variations are then detected 

using AM demodulation techniques. 

2. Foster-Seeley Discriminator: A circuit that converts 

frequency variations into amplitude variations using a pair of 

tuned circuits, followed by envelope detection. This method 

offers improved linearity compared to slope detection. 
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Notes 3. Ratio Detector: Similar to the Foster-Seeley discriminator but 

with added amplitude-limiting capabilities, providing 

resistance to amplitude variations and noise. 

4. Phase-Locked Loop (PLL) Detection: A feedback system 

that tracks the frequency and phase of the incoming FM signal. 

The control voltage required to maintain lock corresponds to 

the original modulating signal. PLL detectors offer excellent 

performance and have become prevalent in modern FM 

receivers. 

5. Quadrature Detection: A method that exploits the phase 

relationship between two signals that are 90 degrees apart to 

demodulate FM signals. This technique is commonly used in 

integrated FM receiver circuits. 

 

PM Demodulation 

PM demodulation typically involves: 

1. Phase-to-Amplitude Conversion: Converting phase 

variations into amplitude variations, which can then be 

detected using AM demodulation techniques. 

2. Phase-Locked Loop (PLL) Detection: Similar to FM 

demodulation, but the loop is designed to track phase rather 

than frequency variations. 

3. Quadrature Detection: As with FM, this method exploits the 

phase relationship between two signals to demodulate PM 

signals. 

In modern communication systems, digital signal processing 

techniques are increasingly employed for demodulation, offering 

improved performance, flexibility, and reduced susceptibility to 

component tolerances and drift. 

 

Multiplexing Techniques 

Multiplexing is the process of combining multiple signals for 

transmission over a single communication channel, optimizing the 

utilization of available bandwidth. The three primary analog 

multiplexing techniques are Frequency Division Multiplexing (FDM), 

Time Division Multiplexing (TDM), and Wavelength Division 

Multiplexing (WDM). 
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Frequency Division Multiplexing (FDM) 

FDM allocates different frequency bands to different signals, allowing 

simultaneous transmission through the same medium. Each signal 

modulates a different carrier frequency, and the modulated signals are 

combined for transmission. At the receiving end, bandpass filters 

separate the signals before demodulation. 

The mathematical representation of an FDM signal with N channels 

can be given as: s(t) = Σ[Ai cos(2πfit + φi)] 

Where: 

• Ai is the amplitude of the ith channel 

• fi is the carrier frequency of the ith channel 

• φi is the phase of the ith channel 

FDM requires guard bands between adjacent channels to prevent 

interference. These guard bands represent unused frequency space, 

reducing the overall efficiency of the system. 

FDM found extensive application in early telephone systems, where 

multiple voice channels were multiplexed for transmission over long-

distance links. The standard telephone multiplexing hierarchy, known 

as the L-carrier system, used FDM to combine voice channels into 

groups, super-groups, and master groups. 

The advantages of FDM include: 

1. Continuous transmission for all channels. 

2. Simplicity in implementation using analog components. 

3. Immunity to timing issues, as each channel operates 

independently. 

The disadvantages include: 

1. Susceptibility to intermodulation distortion due to 

nonlinearities in the transmission medium. 

2. Inefficient use of bandwidth due to guard bands. 

Figure 2.2: Multiplexing 
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Notes 3. Crosstalk between adjacent channels if filtering is inadequate. 

4. Complexity increases with the number of channels. 

Time Division Multiplexing (TDM) 

TDM allocates the entire bandwidth to each signal for a specific time 

slot, allowing different signals to take turns using the communication 

channel. The signals are sampled at regular intervals, and the samples 

are interleaved for transmission. At the receiving end, the samples are 

separated and reconstructed to recover the original signals. 

TDM can be categorized into two types: 

1. Synchronous TDM: Fixed time slots are allocated to each 

channel, regardless of whether the channel has data to 

transmit. If a channel has no data, its time slot remains unused, 

leading to inefficiency. However, synchronous TDM offers 

simplicity in implementation and fixed, predictable timing. 

2. Asynchronous TDM (Statistical TDM): Time slots are 

dynamically allocated based on the availability of data from 

each channel. This approach improves efficiency but requires 

additional overhead for addressing and synchronization. 

For proper reconstruction of the original signals, the sampling rate 

must satisfy the Nyquist criterion, which states that the sampling 

frequency must be at least twice the highest frequency component in 

the signal. In practice, sampling rates higher than the Nyquist rate are 

used to account for practical limitations in filtering. 

The primary advantages of TDM include: 

1. Reduced crosstalk between channels as they are separated in 

time. 

2. More efficient use of bandwidth compared to FDM, 

particularly with statistical TDM. 

3. Compatibility with digital transmission systems. 

4. Simplified filtering requirements compared to FDM. 

The disadvantages include: 

1. Need for precise synchronization between transmitter and 

receiver. 

2. Increased complexity in buffering and switching. 

3. Potential for increased latency due to the time division 

process. 

4. Vulnerability to timing jitter and drift. 
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Notes TDM forms the basis for digital telephony systems, including the T-

carrier system in North America and the E-carrier system in Europe. 

For instance, the T1 carrier combines 24 voice channels, each 

sampled at 8 kHz with 8-bit quantization, resulting in a data rate of 

1.544 Mbps. 

Wavelength Division Multiplexing (WDM) 

WDM is a technique used primarily in optical fiber communication 

systems, where multiple optical signals with different wavelengths 

(colors) are combined for transmission over a single fiber. Each 

optical signal can carry its own independent data channel, 

significantly increasing the capacity of optical fiber links. 

WDM can be broadly classified into two categories: 

1. Coarse WDM (CWDM): Uses wider wavelength spacing 

(typically 20 nm) and can accommodate a moderate number of 

channels (usually up to 18). 

2. Dense WDM (DWDM): Uses narrower wavelength spacing 

(typically 0.8 nm or less) and can accommodate a large 

number of channels (40, 80, or even more). 

The key components in WDM systems include: 

1. Optical Transmitters: Typically laser diodes that generate 

light at specific wavelengths. 

2. Optical Multiplexers/Demultiplexers: Devices that combine 

or separate optical signals with different wavelengths. 

3. Optical Amplifiers: Devices that amplify optical signals 

without converting them to electrical signals, such as Erbium-

Doped Fiber Amplifiers (EDFAs). 

4. Optical Receivers: Typically photodiodes that convert optical 

signals back to electrical signals. 

The advantages of WDM include: 

1. Enormous bandwidth capacity, with modern DWDM systems 

capable of transmitting multiple terabits per second over a 

single fiber. 

2. Transparency to the data format and rate, allowing different 

protocols to be carried simultaneously. 

3. Ability to upgrade capacity by adding more wavelengths 

without replacing the fiber infrastructure. 

4. Reduced dispersion effects as each wavelength can be 

optimized separately. 
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Notes The disadvantages include: 

1. Higher cost of optical components, particularly for DWDM 

systems. 

2. Complexity in managing and controlling multiple 

wavelengths. 

3. Challenges in maintaining uniform performance across all 

wavelengths. 

4. Nonlinear effects in the fiber that can cause interference 

between wavelengths. 

WDM has revolutionized long-distance telecommunications, enabling 

the backbone infrastructure for the internet and global 

telecommunications networks. The continued development of WDM 

technology,  including advances in components and techniques like 

polarization multiplexing, promises even greater capacity in the 

future. 

Advanced Modulation Techniques 

Beyond the fundamental modulation types, several advanced 

techniques have been developed to address specific requirements in 

various applications: 

Quadrature Amplitude Modulation (QAM) 

QAM combines amplitude and phase modulation to transmit two 

independent signals on the same carrier frequency. The two signals, 

often referred to as I (in-phase) and Q (quadrature) components, 

modulate carriers that are 90 degrees out of phase. QAM is widely 

used in digital communication systems, including cable modems, 

digital television, and wireless communications. 

The mathematical representation of a QAM signal is: s(t) = 

I(t)cos(2πfct) - Q(t)sin(2πfct) 

Where: 

• I(t) and Q(t) are the two modulating signals 

• fc is the carrier frequency 

QAM offers efficient bandwidth utilization, making it suitable for 

applications where spectrum is limited. Digital variants of QAM, such 

as 16-QAM, 64-QAM, and 256-QAM, encode multiple bits per 

symbol, further enhancing spectral efficiency. 

Single-Sideband Modulation (SSB) 

SSB is a variant of AM where one sideband is transmitted while the 

other and the carrier are suppressed. This technique offers improved 
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Notes power and bandwidth efficiency compared to conventional AM. The 

mathematical representation of an SSB signal is: s(t) = 

0.5A[m(t)cos(2πfct) ± m̂(t)sin(2πfct)] 

Where: 

• A is the amplitude 

• m(t) is the modulating signal 

• m̂(t) is the Hilbert transform of m(t) 

• fc is the carrier frequency 

• The ± sign determines whether the upper or lower sideband is 

transmitted 

SSB is commonly used in long-distance radio communication, 

particularly in the high-frequency (HF) band, where bandwidth is at a 

premium. Despite its efficiency, SSB requires more complex 

modulation and demodulation circuitry compared to conventional 

AM. 

Pulse Modulation Techniques 

Pulse modulation techniques represent analog signals using pulses, 

providing a bridge between analog and digital domains. Common 

pulse modulation techniques include: 

1. Pulse Amplitude Modulation (PAM): The amplitude of a 

series of pulses is varied according to the modulating signal. 

PAM forms the basis for many digital-to-analog and analog-

to-digital conversion processes. 

2. Pulse Width Modulation (PWM): The width or duration of 

pulses varies according to the modulating signal. PWM is 

widely used in power control applications and audio 

amplification. 

3. Pulse Position Modulation (PPM): The position of pulses 

within a fixed time frame varies according to the modulating 

signal. PPM offers improved noise immunity compared to 

PAM. 

4. Pulse Code Modulation (PCM): An analog signal is sampled, 

quantized, and encoded into a digital bit stream. PCM forms 

the foundation for digital audio and telephony systems. 

These pulse modulation techniques have found applications in various 

fields, including power electronics, telecommunications, and 

instrumentation. 

2.5 Bandwidth, Data Rate, and Channel Capacity 
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Notes Bandwidth, data rate, and channel capacity are the basics that we must 

go through before moving on to communication systems and their 

limitations. They guide the design and optimization of communication 

systems by specifying how much information can be reliably 

communicated through a particular channel. 

Bandwidth 

Bandwidth (circuits): The width of the band of frequencies over 

which a given signal can be transmitted with acceptable quality. 

[frequency-range-1]– An interval that contains multiple frequencies 

(most commonly used in audio fields) typically measured in Hertz 

(Hz),[4] representing the range between the highest and lowest 

frequencies in a continuous set. 

Bandwidth of a signal→ It would be, for, analog signals BW=fh−fl 

Where: 

• fh is the maximum frequency element 

• fl is the lowest-frequency component  

Thus in digital communication systems, the bandwidth is often used 

in the other order, in which the rate of data transfer or throughput is 

measured in bits per second (bps). But that's different from the 

frequency bandwidth being addressed. 

Different analog signals require different bandwidth: 

It uses typical voice communication which needs a bandwidth of late 

around 3 kHz (from 300 Hz to 3.4 kHz), providing intelligible speech 

sound by restricting the frequency range to conserve bandwidth. 

1. Music: Good music fidelity usually takes a bandwidth of at 

least 20 kHz (20 Hz to 20 kHz). 

2. Image: Video needs several MHz of bandwidth, and even 

higher for high-definition and ultra HD formats. 

There is a proportional relationship between the band width and 

quality of the signal that is transmitted: each additional bandwidth 

makes it possible to reproduce the original signal more accurately, but 

at the cost of more resource, to be transmitted again. 

Bandwidth limitations in a communication system can occur from 

different sources: 

Section 2 — Physical Characteristics of the Medium Each 

transmission medium has its own bandwidth and limits. For example, 

twisted - pair cables of copper are of lower bandwidth than optical 

fibers. 
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Notes 1. Regulatory Constraints: The electromagnetic spectrum is 

regulated by government agencies that allocate certain 

frequency ranges to certain services. These allocations restrict 

the maximum bandwidth available to specific applications. 

2. Interference: Transmitters, receivers, and other intermediate 

components have limited bandwidth capabilities due to their 

design and construction. 

3. Economics: Bandwidth availability is limited by the cost of 

higher bandwidth systems. 

Some techniques for making the best use of available bandwidth are 

as follows: 

• Modulation schemes that maximizes the data rate for a given 

bandwidth, such as QAM 

• Compression: Reduces the bandwidth requirements of signals 

using the principle of compression algorithms—exploiting 

redundancies and perceptual properties of the signals. 

• Multiplexing — The transmission of various signals over a 

shared channel, as discussed above. 

Data Rate 

In data science, the data rate is the speed at which data flows, 

measured in bits per second (bps) in digital systems. Data rate is an 

important parameter that defines the speed of information transfer 

through a communication channel. 

The Nyquist equation describes the relationship between data rate (R), 

signal bandwidth (B) and modulation efficiency: R = 2B log₂ M 

Where: 

• R is the bit rate in bits per second 

• B is the bandwidth in Hertz 

• M is a number of signal levels used in the modulation scheme 

 

This equation gives the upper theoretical limit of the data rate a 

noiseless channel with a specific bandwidth can handle. However, in 

real systems, the data rate that can be achieved is often lower than this 

due to noise, interference, and limitations of implementation. 

 

For digitized analog signals, the data rate is given by the product of 

the sampling rate and quantization resolution: R = fs × b 

Where: 
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Notes • R is the data rate (in bits per second) 

• fs is the sampling frequency (for example samples 

per second) 

• b is the number of bits per sample 

For example, standard CD quality audio is sampled at 44.1 kHz, 16 

bits per sample and yields a data-rate of 705.6 kbps (per channel) 

1.411 Mbps (stereo). 

Application data rate requirements vary widely: 

- Voice communication - uncompressed voice over digital telephony 

uses 64 kbps, but a compression technology, good enough to produce 

acceptable quality, can drop it to below 8 kbps. 

1. Streaming Audio: Based on the quality you want, high-

quality music streaming services use data rates of 128 kbps to 

320 kbps for compressed audio. 

2. Video Streaming: SD (Standard definition): 1–2 Mbps. HD 

(High definition): 5–8 Mbps. UHD (Ultra-high definition): 25 

Mbps (or more, depending on compression technology and 

content characteristics) 

3. File Transfer: The required data rate for file transfers is 

determined by the file size and the acceptable transfer time. 

Larger data rates are preferable for large files or time-

sensitive applications. 

Some of those include: 

1. Signal-to-Noise Ratio (SNR): A larger SNR permits greater 

data rates, for the reason that signals can be more accurately 

distinguished from noise. 

2. Choice of Modulation Scheme: More complex modulation 

schemes can encode more bits per symbol, which can increase 

the data rate without changing the bandwidth. 

3. The proportion of bank fees is high one of the most effective 

efforts to reduce this is to increase the data redundancy and 

allows the a higher gain in error reduction. 

4. Interference, fading, and multipath propagation degrade 

channel conditions and require lower data rates for reliability. 

Methods to enhance data rate involve: 

1. Increased Symbol Efficiency: Higher-order modulation 

schemes allow for more bits to be encoded per symbol. 
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Notes 2. Adaptive Modulation and Coding: Using different modulation 

and coding schemes depending on channel conditions. 

 

Channel Capacity 

Channel capacity is the theoretical upper limit of the rate at which 

information can be sent over a communication channel with a given 

noise level. This concept was formalized in Shannon's seminal 1948 

paper, now referred to as the Shannon-Hartley theorem. 

Where B is the bandwidth, S is the average signal power, and N is the 

average noise power. 

Where: 

• C is channel capacity in bits/second 

• B (channel bandwidth in Hertz) 

• S/N is signal power to noise power ratio (SNR) 

This equation sets a fundamental limit on the maximum possible data 

rate for arbitrary error probability over a given channel. Attempting 

to transmit faster than the channel capacity will annihilate any data. 

There are few key takeaways from the Shannon-Hartley theorem: 

1. The relation between Bandwidth and Capacity: If the 

Bandwidth in any channel is doubled, this in turn doubles the 

channel capacity. 

2. Channel Capacity vs. Input SNR: The channel capacity 

grows logarithmically as the input SNR increases, resulting in 

diminishing returns for increasing the input signal power. 

3. Bandwidth-Power Tradeoff: The theorem indicates a 

tradeoff between bandwidth and power and states that 

increasing bandwidth results in lower power needed to 

transmit the same capacity. 

4. Practice: The 2% of the practical modulation and coding at 

the Shannon limit defines an ideal to which another 2% of the 

performance will be possible. 

The Shannon-Hartley theorem has deep implications for the design of 

communication systems: 

• Advanced error correction coding: Techniques such as turbo 

codes and low-density parity-check (LDPC) codes have been 

created to move closer to the Shannon limit. 
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Notes • Adaptive Systems: Communication system whose 

parameters can be changed according to channel conditions 

allows to make adaptations to the uses of Shannon limits. 

• Channel Mugging: in situations where power is limited, more 

bandwidth can be jammed into the same system using spread 

spectrum and other techniques to "increase the overall 

capacity". 

• Power Control: When the channel is bandwidth-limited, the 

capacity can be maximized by optimal power allocation 

among various channels. 

In a similar vein, the channel capacity computation becomes more 

complicated because the capacity is generally a function of the 

instantaneous channel characteristics and within differing ones, such 

as fading channels found in wireless communications, the channel 

capacity might need to be averaged over the statistical distribution of 

channel states. 

The Variations between the Bandwidth, Data Rate and Channel 

Capacity 

The Related concepts of bandwidth, data rate, and channel capacity 

inform the design and analysis of communication systems: 

1. Bandwidth and data rate: In a noiseless channel, according 

to nyquistcriterion ,maximum data rate is double the 

bandwidth. In practice, this is the theoretical limit, only that it 

can   not be exceed. 

2. Bandwidth and Channel Capacity — According to 

Shannon-Hartley theorem, the channel capacity increases 

linearly with bandwidth Nonetheless, real-world systems 

typically function below the Shannon limit due to 

implementation restrictions. 

3. Between SNR and Data Rate: A high SNR enables higher 

modulation orders, resulting in a higher spectral efficiency and 

higher achievable data rates for the same bandwidth. 

4. Channel Capacity and SNR: Capacity grows logarithmically 

with SNR, meaning that doubling the signal power (a 3 dB 

increase in SNR) adds less than one bit/symbol to the capacity. 

5. Systems with Limited Bandwidth: In bandwidth-limited 

cases, like cellular, designers seek to make the most out of 

spectral efficiency using high-order modulation and coding. 
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Notes 6. Band-Wasting: Band-wasting is common in radio 

applications where power is limited (e.g., satellite 

communications) where designers choose bandwidth 

expansion methods to enhance energy efficiency. 

7. Interference-Limited Systems: In these scenarios, 

techniques like spread spectrum and interference cancellation 

are critical. 

8. Cost-Constrained Systems: In commercial applications, the 

need to balance costs against performance also leads to a 

trade-off between implementation complexity and quality. 

By studying these relationships, engineers gain insight that guides 

them in designing and optimizing communication systems to achieve 

specified performance metrics while remaining within necessary 

constraints. 

Theoretical Bandwidth, Data Rate, and Channel Capacity 

Bandwidth, data rate, and channel capacity as parameters for 

measurement and testing are necessary for the materialization of the 

specifications of communication systems including the performance 

comparison and test, improvement, and performance enhancement of 

communication systems in general. 

Bandwidth Measurement 

There are several techniques for measuring bandwidth: 

1. Network Analyzers: To characterize bandwidth, a network 

analyzer measures the frequency response of a system. 

2. Bandwidth Analysis of Transmission Lines via Time-Domain 

Reflectometry (TDR): Analyzing the reflection patterns of 

signals to determine the bandwidth characteristics of 

transmission lines. 

3. From the eye diagram of the digital signal, this will be used as 

an analysis method to analyse the limitations in bandwidth, 

high ISI which causes signal poor quality. 

Data Rate Measurement 

Measures on a data rate basis are usually: 

1. Bit Error Rate (BER) testing: Sending known data patterns, 

and comparing them to received data to ascertain BER at 

various data rates. 
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Notes 2. What is the throughput testing — the rate of successful data 

transfer over a communication channel, taking into account 

all the possible overhead and retransmissions 

3. Protocol Analyzers — Listen to communications protocols to 

monitor the throughput of data at various layers of the 

network stack. 

4. Traffic Generation and Analysis: Controlled traffic patterns 

and its analysis through response of the system providing 

achievable data rates. 

Channel Capacity Estimation 

The typical procedure for estimating channel capacity includes: 

1. SNR Measurement: The simplest is to measure the signal and 

noise power levels to compute the SNR and use it in the 

Shannon-Hartley formula. 

2. Error rate versus data: Error rates are measured at various 

data rates to determine how fast reliable communication can 

be maintained. 

3. Channel Sounding: Sending known signals to the channel 

and determining the channel's frequency response and noise 

characteristics which allow us to estimate capacity. 

4. Statistical Estimates: Capacity estimates using statistical 

channel models. 

5. These metrics and evaluations help to understand the 

efficiency and reliability of communication systems, guiding 

fine-tuning activities to reach the prescribed nature processing 

bounds. 

Challenges and Future Trends 

The complexities of telecommunications continue to be driven by the 

need for faster data rates and efficient throughput over the finite 

width of operational bandwidth. The future of communication systems 

is being shaped by multiple trends and challenges: 

Spectrum Scarcity 

Land radio frequency spectrum is limited, and due to the growing 

demand for wireless services, spectrum congestion occurs in many 

frequency bands. Tackling this challenge requires: 

1. Spectrum Reframing: Reallocating blueprints from legacy 

services to fits better and more efficient technologies. 
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Notes 2. Dynamic Spectrum Access: The ability for systems to 

dynamically access spare spectrum based on requirements and 

conditions. 

3. Millimeter Wave Communications: These higher-frequency 

bands (30-300 GHz) have more available bandwidth, but they 

propagate poorly at these frequencies. 

4. Cognitive Radio: Intelligent systems that can learn and sense, 

and use the spectrum in an adaptive manner. 

Energy Efficiency 

With communication systems becoming increasingly widespread, 

energy efficiency has become an important issue — one that has 

grown in importance on the agenda of the academic community, 

industry and governments alike. 

1. Green Communications: Developing systems that minimize 

energy usage given performance targets. 

2. Energy Harvesting: the design of communication in which it 

acquire energy where it can operate best without replacing 

battery 

3. Sleep Modes and Power Control: The system can take 

advantage of sleep modes and power control mechanisms to 

reduce energy usage during periods of inactivity. 

Low-Energy Coding and Modulation: Codes that require less energy 

per bit transmitte. 

Multiple Choice Questions (MCQs) 

1. Which layer of the OSI model is responsible for transmitting 

raw data bits over the network? 

a) Network Layer 

b) Transport Layer 

c) Physical Layer 

d) Data Link Layer 

2. Which of the following is NOT a guided transmission medium? 

a) Twisted Pair Cable 

b) Coaxial Cable 

c) Fiber Optic Cable 

d) Radio Waves 

3. Which transmission medium provides the highest data 

transmission speed? 

a) Coaxial Cable 
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Notes b) Twisted Pair Cable 

c) Fiber Optic Cable 

d) Wireless 

4. Which technique is used in digital transmission to convert 

binary data into a signal? 

a) Modulation 

b) Demodulation 

c) Line Coding 

d) Multiplexing 

5. Which of the following is NOT a modulation technique? 

a) AM 

b) FM 

c) PM 

d) WDM 

6. Which multiplexing technique is used in optical fiber 

communication? 

a) FDM 

b) TDM 

c) WDM 

d) SDM 

7. Scrambling is used in digital transmission to: 

a) Increase noise in the signal 

b) Prevent long sequences of identical bits 

c) Enhance signal modulation 

d) Reduce bandwidth 

8. Which of the following is an example of wireless transmission 

media? 

a) Infrared 

b) Fiber Optic Cable 

c) Twisted Pair Cable 

d) Coaxial Cable 

9. Bandwidth is measured in: 

a) Bits per second (bps) 

b) Hertz (Hz) 

c) Amperes (A) 

d) Volts (V) 

10. Which type of multiplexing combines multiple signals based on 

different time slots? 
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Notes a) FDM 

b) TDM 

c) WDM 

d) SDM 

Short Answer Questions 

1. What is the primary function of the Physical Layer in the OSI 

model? 

2. Name and explain two guided and two unguided transmission 

media. 

3. Differentiate between analog and digital transmission. 

4. What is line coding, and why is it important in digital transmission? 

5. Define modulation and name its three types. 

6. What is multiplexing, and why is it used in communication systems? 

7. Compare FDM, TDM, and WDM. 

8. What are the advantages of fiber optic cables over copper cables? 

9. Define bandwidth, data rate, and channel capacity. 

10. How does scrambling improve digital transmission? 

Long Answer Questions 

1. Explain the functions and responsibilities of the Physical Layer in 

detail. 

2. Describe the different types of transmission media and compare 

their characteristics. 

3. What is digital transmission, and how do line coding, block coding, 

and scrambling work? 

4. Discuss modulation techniques (AM, FM, PM) with real-life 

applications. 

5. Explain multiplexing techniques (FDM, TDM, WDM) with 

advantages and examples. 

6. How does fiber optic communication work, and what are its benefits 

over traditional media? 

7. Define bandwidth, data rate, and channel capacity with examples. 

8. What are the challenges and limitations of different transmission 

media? 

9. How does wireless communication work, and what are its pros and 

cons? 

10. Discuss the impact of Physical Layer technologies on modern 

networking and telecommunications. 
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Notes 
MODULE 3 

DATA LINK LAYER 

 

3.0 LEARNING OUTCOMES 

By the end of this Module, students will be able to: 

 

1. Understand the functions and responsibilities of the Data Link Layer 

in networking. 

2. Learn about different framing techniques (Character Count, Flag 

Byte, Bit Stuffing). 

3. Explain flow control mechanisms (Stop-and-Wait, Sliding Window). 

4. Understand error detection and correction techniques (Parity Bit, 

Hamming Distance, CRC, Checksum). 

5. Learn about Medium Access Control (MAC) protocols like 

Ethernet, Token Passing, CSMA/CD, and ALOHA. 
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Notes Unit 5: Core Functions of the Data Link Layer 

3.1 Functions of the Data Link Layer 

Acting as an intermediary between the Physical Layer and the Network 

Layer in the OSI reference model, the Data Link Layer performs a variety of 

key functions that enable reliable point-to-point and point-to-multipoint data 

transfer over a physical medium. The function of this layer is to provide a 

communication link to the Network Layer that appears free from 

transmission error by transforming the raw transmission facility delivered to 

it by the Physical Layer. One of its main functions is to define well-defined 

service interfaces to the Network Layer and use the services of the Physical 

Layer. The basic function of the Data Link Layer is to take the raw bit 

stream from the Physical Layer and convert it to a line that seems almost 

error-free to the Network Layer. To do this, it segments the input data into 

data frames, then transmits the frames in order of sequences and handles 

acknowledgment frames returned by the receiver. Because the Physical 

Layer accepts and transmits a stream of bits with no regard for the meaning 

or structure of the data, frame boundaries are determined by the Data Link 

Layer. Frame management is the primary task of this layer. The Data Link 

Layer simply accepts packets from the Network Layer and encapsulates 

them into frames from adding a header that usually has the source and 

destination addresses and a trailer that usually has error detection bits. Also 

frames play an important role, as it transmits these frames over the network 

and the layer takes care of frame synchronization, which helps the receiver 

determine a frame in the bit stream and find out its boundaries. The Data 

Link Layer also provides error control that is another significant function 

being taken care of by the Data Link Layer. This layer uses different 

mechanisms like parity checking, cyclic redundancy checks (CRC), 

checksum algorithms, etc., to detect errors that may have occurred while 

sending the data. It uses these error detection and correction functions upon 

detecting any flaws in the frame either requesting retransmission of 

corrupted frames or for some protocols trying to recover the error without 

sending a new frame. This error correction feature greatly enhances data 

integrity in the face of potentially noisy physical lines. Flow Control is just 

as necessary under the Data Link Layer operation. It controls the rate of 

data frame transmission in a way that prevents a fast sender from 

overwhelming an overloaded / slower receiver. The Data Link Layer handles 

communication between devices running at different speeds or capable of 

buffering limited amounts of data using procedures such as stop-and-wait 
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Notes protocols and sliding window protocols. They manage the access in the 

multi-access networks, specifying which device is authorized to transmit 

over the transmission medium at any point in time. In environments such as 

Ethernet networks, where numerous devices strive to access the same 

physical medium, this function is crucial.  

This functionality is a common element in Medium Access Control (MAC) 

protocols like CSMA/CD (Carrier Sense Multiple Access with Collision 

Detection), which is used in classic Ethernet. In switched networks, the 

Data Link Layer controls the connection establishment and termination 

between adjacent nodes. This layer creates a logical link between the 

communication devices before data exchange if required, continues to 

observe during the transfer of data, and finally safely closes the connection 

after the transfer is complete. This is used for connection management, 

allowing orderly communication between the devices that make up the 

network. In many network implementations, the Data Link Layer is divided 

into two sublayers: the Logical Link Control (LLC) sublayer and the Media 

Access Control (MAC) sublayer. For the LLC sublayer, it interfaces with the 

Network Layer to provide flow control and error notification, while the 

MAC sublayer interfaces with the Physical Layer, so it implements the 

access to the shared medium and the addressing schemes. It is mainly been 

done in MAC sub-layer in the addressing function. Usually hardcoded into 

network interface cards, these addresses allow the Data Link Layer to route 

frames to their intended destinations as well as identify frames intended for 

the local device. These tasks make the Data Link Layer a crucial 

intermediary that transforms the raw bit-pumping capability of a Physical 

Link, mechanism responsible for placing and moving bits along a physical 

medium, with logical addressing and routing functionality described at the 

Network Layer. 

3.2 Framing Techniques (Character Count, Flag Byte, Bit stuffing) 

In this module, we have discussed the Frame in detail, which is one of the 

most basic functions that the Data Link Layer performs by dividing the 

stream of bits received from the upper layer (the network layer) into smaller 

discrete units known as frames. This is important because it allows the 

receiver to determine the start and end of each information stream, allowing 

for error detection and correction when necessary. In this regard, several 

framing techniques have been devised to achieve this demarcation, all with 

specific pros and cons based on the particular network environment in which 

they are implemented. Three well-known and prominent framing methods—
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Notes Character Count, Flag Byte, and Bit Stuffing—demonstrate the various 

techniques of such an important data link task. character count framing 

technique also involves a simple and potentially weak mechanism of 

framing delineation. In this, at the end of the frame an additional field in the 

header notes the total characters (or bytes) of the frame. The receiver relies 

on this count to decide where a present frame ends and the subsequent frame 

starts. So if the count field was 14, the receiver would know that after 14 

characters have been read the current frame is done and the next byte it reads 

is the count field of the next frame. Although simple in principle, this 

technique has a major drawback: if the value of the count field becomes 

corrupted during transmission (due to noise or interference,) the receiver 

will misidentify frame boundaries and consequently lose synchronization. 

This loss of synchronization continues on till some recovery mechanism is 

invoked or the connection is reset that rendering the Character Count 

framing mechanism less practical for environments with high error rates.  

The Flag Byte framing method, or character or byte-oriented framing, 

remedies certain vulnerabilities in Character Count method by making use 

of special delimiter characters that indicate frame boundary. Each frame 

would start and end with a special pattern of bytes (often referred to as a flag 

byte, commonly found in HDLC and related protocols, with the 01111110 

value). The receiver looks for these special patterns in the bit stream and 

keeps track of the timestamps to know where the start of a frame begins and 

where it ends. This approach presents a new problem though: what if the 

flag byte pattern occurs naturally within the data part of the frame? The 

reason that another technique, "character stuffing" (or as it is more 

popularly known in reference to bytes: "byte stuffing"), is used, to guard 

against such things in the data being misinterpreted as being frame 

delimiters. We also find a similar situation in transmission, when the data 

transmitted contains a flag byte pattern, the transmitter will insert an ESC 

byte before the flag byte pattern. If an ESC character itself appears in the 

data, it will also be preceded by another ESC. The receiver performs the 

reverse, stripping the escape characters to recreate the original data.  

This method is more error resilient than Character Count framing, since a 

single corrupted byte will not necessarily lead to a long-lasting loss of 

synchronization. Bit Stuffing is a more advanced framing manipulation 

technique, indicating that, unlike the byte-oriented way—Bit Stuffing is 

specific for bit-oriented protocols. Similar to Flag Byte framing, Bit Stuffing 

uses a special bit pattern as the frame delimiter, usually six consecutive 1s 



 

109 
 

MATS Centre for Distance and Online Education, MATS University 

 

Notes (01111110). However, to ensure this pattern does not occur in the data 

portion of the frame, the transmitter inserts (or "stuffs") after every sequence 

of five consecutive 1s that occurs in the data. If the next bit is a 0, the 

receiver removes (or "unstuffs") the bit, accepting that it was extra by the 

transmitter; however, if the next bit is a 0, the receiver can separate that 

from the flag pattern indicating the start of the frame. Such bit level 

manipulation ensures that the flag pattern never occurs within the frame 

data, thus allowing unambiguous frame delineation. Bit Stuffing bit-oriented 

Protocols Protocol - good error resilience towards pattern-specific 

transmission >> communication efficiency the specific attributes of each of 

these framing methods makes it more a viable one for a certain network 

setting/protocol specifications. For example, Character Count framing 

relatively easy to design, however, is not robust against errors. On the other 

hand, the Flag Byte framing with character stuffing offers a better resilience 

against errors at the cost of extra overhead in data when frequently flag 

pattern(s) occurs. Bit Stuffing is high efficient for bit-oriented protocol and 

moderately error resided but needs complex bit level process. Choosing a 

proper framing for a specific data link protocol usually entails a trade-off 

between these factors and takes into account the requirements and limits 

imposed by the network environment. 

These basic framing methods may be modified or combined to form the 

basis for the modern network protocols, and may include addition of error 

detection codes, addressing fields, and control information. To illustrate, 

Point-to-Point Protocol (PPP) utilizes a version of Flag Byte framing and 

HDLC (High-Level Data Link Control) uses Bit stuffing. The case is very 

different in terms of Ethernet frames which employ a mix of techniques, 

such as special preamble patterns and explicit length fields, highlighting the 

ways in which basic framing principles morph to fit the needs of modern 

networking technology. 

3.3 Flow Control (Stop-and-Wait, Sliding Window) 

Flow control: A vital function of the Data Link Layer is flow control, which 

ensures that a sender does not overwhelm a receiver with too much data too 

quickly, causing potential buffer overflow and data loss. This becomes 

especially relevant when devices of varying processing power communicate 

because without proper flow control, faster senders could overwhelm slower 

receivers. There are several flow control mechanisms which the Data Link 

Layer implements, the simplest of these, and likely the most widely 

implemented would be Stop-and-Wait and Sliding Window protocol 
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Notes approaches, each with their own efficiency characteristics and associated 

levels of protocol complexity. The Stop-and-Wait flow control protocol is a 

key protocol in networking with a simple concept but reliable data transfer. 

In this methodology, the sender sends only one frame and stops and waits 

for an acknowledgment (ACK) from the receiver before sending the next 

frame. The sender sends the next frame after receiving the ACK signal, and 

it continues sending frames until all the frames of the message have been 

transmitted. However, if the frame is corrupted or it is lost, the receiver 

either sends a NAK or do nothing. The sender waits for an ACK but after 

the timeout period it retransmits the same frame. This simple mechanism 

guarantees that receivers cannot be overwhelmed, as they are invariant able 

to handle single frame at once. However, Stop-and-Wait is inefficient, 

especially in networks with large bandwidth-delay product. The protocol 

requires the communication channel to remain idle while waiting for the 

acknowledgement and occupies unread band frequencies over the entire 

round-trip time, resulting in severe under-utilization of available bandwidth.  

This can be inefficient especially in long-distance networks with large 

propagation delays, where the sender spends most of its time waiting instead 

of actually sending packets. While Stop-and-Wait flow control suffers from 

significant channel under utilization, Sliding Window protocol overcomes 

this shortcoming by allowing the sender to transmit multiple frames before 

needing the receiver to ACK them, thus vastly improving channel 

utilization. This method enables the sender to send a certain amount of 

frames (the window size) without waiting for acknowledgment for each 

single frame. A window is maintained for both sender and receiver to 

describe the range of the sequence numbers available for transmitting the 

data and the range of the sequence numbers available to the receiver to 

receive the data frame. The window of the sender consists of frames that 

have been sent but not necessarily acknowledged, and frames that are 

possible to send immediately. As acks come in, the sender’s window 

“slides” forward, and new frames can be dispatched. Similarly, the 

receiver's window indicates which frames it is expecting next. While frames 

go in sequence, the receiver move ahead its window and sends cumulative 

conclusions. A major improvement provided by the Sliding Window 

protocol is the ability to send multiple packets without the need for 

immediate acknowledgments, which is especially useful in high-latency 

networks where it may take considerable time for acknowledgments to be 

received. This protocol can achieve nearly optimal utilization of the channel 
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frames to be in transit at the same time. The Sliding Window is a much more 

advanced mechanism than simple acknowledgments. An example is the 

transport layer, which typically uses sequence numbers to identify 

individual frames, which allows the receiver to identify missing and/or 

duplicated transmissions. It also contains a combination of positive 

acknowledgments on correctly received frames and negative 

acknowledgments or retransmissions when a timeout has occurred for error 

recovery. The window size that achieves the best performance will vary 

depending on the characteristics of the network and, especially the 

bandwidth-delay product (BDP), which is the volume of data that can be in 

transit at any time in the network. A window smaller than this  will lead to 

underutilization; a window larger than this will potentially overflow 

intermediate buffers. 

 

The protocol has two major varieties ( error recovery mechanism ) as 

Sliding Window also known as Go-Back-N sliding window protocol and 

Selective Repeat sliding window protocol. With Go-Back-N, if a frame is 

lost or corrupted, the receiver discards all frames that follow this point, even 

if they were received perfectly, and the sender must re-transmit the 

erroneous frame and all subsequent frames. If error rates are high, this 

approach becomes inefficient, although simpler to implement. TTIAS, 

Selective Repeat permits the receiver to accept and buffer subsequent frames 

 

Figure 3.1: Types of Flow Control Protocol 
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Notes that are received correctly, thus only requesting retransmission of the 

specific frames that were corrupt. While this allows maximum efficiency in 

failure-prone environments, it needs more complex buffering strategy and 

logic on both sender and receiver. Sliding Window is modern data link 

layer protocols have a variation to different networks and environments and 

its requirements. HDLC (High-Level Data Link Control), for example, 

supports Stop-and-Wait operation for most elementary applications, as well 

as Sliding Window features for more effective performance. Flow control 

might seem like it's buried deep in context and utterly irrelevant to any 

modern discussion, but TCP is actually based on a complex adaptive sliding 

window algorithm over the transport layer that can change window sizes in 

response to the network conditions, which goes to show just how relevant all 

of this low level stuff is when you're operating higher in the network stack! 

Needless to say, deciding between Stop-and-Wait and Sliding Window 

protocols, or other variations thereof, hinges on network characteristics, 

implementation complexity, and performance requirements. In lower-

bandwidth, lower-latency environments, and with very low error rates, the 

simplicity of Stop-and-Wait might be sufficient. Since Sliding Window 

protocols lose a bit in complexity, in most modern networks with much 

higher bandwidths and significant propagation delays, we could see 

significant performance improvements using them. [5] So there is a 

continuing improvements on these flow control mechanisms in relation to 

reliability efficiency and adaptable in the ever more diverse and demanding 

network environments. 

What you learned about error control in data link layer 

In addition to framing and flow control, the Data Link Layer applies 

extensive error control operations to improve transmission reliability over 

potentially noisy physical channels. More specifically, error control includes 

error detection, which is the process of identifying whether data is 

corrupted, and error correction, which is the process of recovering the 

original information. These protocols work alongside flow control as well to 

manage the transfer of data from node to node. Error Detection Usually, 

Sending Frames are appended with a certain amount of redundancy which 

enables the receivers to check the integrity of the DATA. The most  

straightforward means, called parity checking, appending a single bit in such 

a way that the total number of 1-bits is even (even parity), or odd (odd 

parity). Although parity checking is simple to set up it can only detect odd 

numbers of bit errors (so 1,3,5 etc.) so when used on its own is 
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example Cyclic Redundancy Checks (CRCs), which express the sequence of 

bits of the data as polynomial coefficients and perform polynomial division 

modulo-2 with a fixed generator polynomial. Append the remainder of this 

division to data as a frame check sequence (FCS). CRCs can detect all 

single-bit and double-bit errors, any odd number of errors, and most burst 

errors, which is why they are commonly used in various data link protocols, 

including Ethernet and HDLC. When errors are detected, the recovery 

mechanisms are to be implemented by the Data Link Layer. This is 

employed more frequently than any other protocols through Automatic 

Repeat reQuest (ARQ) mechanisms, which interleave acknowledgments 

and retransmissions.  

Stop-and-Wait ARQ (Automatic Repeat reQuest) extends the basic Stop-

and-Wait flow control concept for replies/errors; the recipient issues 

acknowledgments (ACK) to correctly received frames and negative 

acknowledgments (NAK) or remains silent for corrupted frames, which 

causes re-transmission after time out. In this case, N -1 frames that have 

already been sent can be outstanding but the sender had to resent all of the 

frames following the point of error whereas Selective Repeat ARQ only re-

transmits corrupted frames which increased the efficiency for high-error 

ratio environment. Some specialized data link protocols employ Forward 

Error Correction (FEC), a technique that encodes data with enough 

redundancy that a receiver can correct certain error patterns without needing 

to request a retransmission. Just a few of the FEC techniques that have been 

used in practice, especially in transmission environments in which 

retransmission is impossible such as satellite communications where 

propagation delay is large, are Hamming codes, Reed-Solomon codes, and 

Low-Density Parity- Check (LDPC) codes. Choose the optimal error control 

strategy based on channel characteristics, acceptable performance, and 

implementation constraints. In contrast, noisy channels may demand high-

throughput error detection to provide stimuli for fast retransmission, or time-

sensitive applications that would rather employ forward error correction 

(FEC) to bypass retransmission delays. Many modern networks have used 

hybrid solutions that adapt to channel conditions, changing the error control 

to maintain reliability and maximize throughput. 

Shared Environments: Media Access Control 

In a network segment with multiple nodes sharing the same transmission 

medium, the Data Link Layer provides Media Access Control (MAC) 
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Notes mechanisms to determine how channel access is coordinated and to avoid 

collisions in transmission. In local area networks (LANs) using broadcast 

media uncontrolled access would lead to frequent and ultimately damaging 

collisions and the resulting throughput would be wearily diminished. MAC 

protocols can be broadly classified into three different categories: 

contention-based protocols, controlled-access protocols, and channelization 

protocols. In contention-based methods, stations compete with each other for 

access to the medium due to CSMA like sense the channel before 

transmitting and if there is collision, they solve it like that. Ethernet initially 

implements a variation of CSMA with Collision Detection (CSMA/CD), in 

which the transmitting stations listen to the medium for collision signals, 

and use an exponential backoff mechanism to schedule retransmission. 

Most wireless networks use CSMA with Collision Avoidance (CSMA/CA), 

including mechanisms such as Request-to-Send/Clear-to-Send (RTS/CTS) 

exchanges to reduce collision probability in settings where it is difficult to 

detect collisions.  

Control access protocols assign transmission opportunities explicitly 

through scheduling or permission mechanisms. In polling-based systems, 

there is a central controller that invites the nodes in a round-robin manner to 

transmit with no collisions but incurs a polling overhead. Token-passing 

architectures (used in Token Ring and FDDI networks) go about things 

differently; they pass a token of permission around the stations, and only the 

bearer of the token can transmit, which entirely avoids the collision problem. 

“Channelization” protocols partition the bandwidth into separate channels 

by using techniques such as Frequency Division Multiple Access (FDMA), 

Time Division Multiple Access (TDMA), or Code Division Multiple 

Access (CDMA). Such methods assign humans to each of the talking 

devices, which manage to avoid interfacing at the some expense of possibly 

underutilizing any idle channels they have assigned. Criticism of multiple 

access methods today: Modern network implementations often use an 

adaptative hybrid mechanism depending on traffic and conditions of the 

channel. As an example, Wi-Fi standards define a CSMA/CA mechanism 

combined with scheduled access periods, while cellular networks leverage 

complex resource allocation strategies that provide a dynamic balance 

between efficiency and quality of service objectives. 

 

Link Layer Addressing and Implementation Considerations 
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Notes Addressing schemes are implemented by the Data Link Layer to facilitate 

frame delivery to devices within the same segment of the network. A link 

layer address (more commonly referred to as a MAC address in many 

implementations) identifies a specific network interface on a local network, 

as opposed to the network layer addressing that facilitates end-to-end 

communication across internetworks. MAC addresses are usually 48-bit (6-

byte) values provided by hardware manufacturers, divided in the first three 

bytes which contain an organizational unique identifier (OUI) and the next 

bytes identifying a device. These addresses are more commonly hard-coded 

into network interface hardware, but more modern systems let the software 

override the hard-coded addresses for specialized applications. Unlike IP 

addressing, where the hierarchy logically segments the global network, the 

flat structure of Media Access Control (MAC) addressing actually indicates 

that it operates within a limited scope (the same network segment). This 

means the Data Link Layer of broadcast networks must see whether 

received frames are addressed to the local device by checking the destination 

MAC address. NICs usually work in unicast mode, where they accept only 

frames directed to their MAC address, or promiscuous mode, where they 

capture all frames, buffer them, and pass them to the kernel, regardless of 

the destination address—something nonstop monitoring tools, such as 

bridges, need.  

MAC addresses serve as unique identifiers within a local network, and 

bridging and switching technologies utilize this capability by learning the 

locations of addresses and forwarding frames between segments of the 

network. Transparent bridges retain forwarding databases that map MAC 

addresses to outgoing ports, allowing them to forward frames intelligently 

and avoid flooding traffic to unnecessary segments. Various 

implementations of STP (and its successors) ensure that a bridged LAN does 

not experience broadcast storms or other pathological behavior that would 

make it unusable by maintaining a loop-free topology. The process of 

implementing the Data Link Layer is quite different for different network 

technologies. Frame structure and multiplexing with multiple logical links is 

possible with a simple protocol, just like with montgomery multiplexing in 

point-to-point links; considerations like addressing and media access don't 

need to exist. In contrast, multi-access networks (e.g., Ethernet, Wi-Fi) 

implement addressing, media access, and collision (if needed) as an integral 

part of the Data Link Layer functionality. 

 



  
  

116 
 

MATS Centre for Distance and Online Education, MATS University 

 

Notes Trending Updates and Future Endeavors 

Data Link Layer innovation continues to be boosted with advancements in 

networking technologies emerging. The rapid advancement in network 

speeds and application requirements necessitate the refinement of existing 

protocols alongside the development of entirely new paradigms to meet 

modern challenges. High-speed networks required enormous adaptations of 

the classic Data Link Layer mechanism. CSMA/CD has been mostly 

dropped from Gigabit and faster Ethernet standards in favor of full-duplex 

operation with non-blocking switching, allowing the elimination of 

collision concerns at the expense of throughput and latency characteristics. 

In a similar vein, contemporary wireless standard designs support scenarios 

that utilize more advanced scheduling methods, spatial multiplexing, and 

offering QoS properties to achieve optimal spectral throughput and 

generality for the spectrum of applications. With the advent of virtualization, 

the Data Link Layer is getting more complicated. Virtual LANs VLANs 

extend the concept of a broadcast domain to logical network segmentation, 

regardless of physical topology. Network overlay technologies go even 

further in abstracting physical connectivity, employing tunneling and 

encapsulation mechanisms that enable flexible implementations of networks 

over heterogeneous physical infrastructures.  

Software-Defined Networking (SDN) methods decouple control and data 

planes and facilitate programmatic management of forwarding behaviors 

that were previously hardcoded into network elements. Emerging time-

sensitive networking standards are targeting deterministic latency semantics 

with critical requirements for fields such as industrial automation, vehicular 

communications and real-time control systems. This is achieved by 

deploying various Data Link Layer in-order technologies such as precise 

synchronization, traffic shaping, and scheduling mechanisms, which ensure 

bounded latency along with the best jitter under high-load network 

scenarios. Improved low-power, low-rate data link protocols progress as 

Internet of Things deployments continue to develop, providing minimal 

energy usage with robust communication where signal quality is low. Those 

protocols typically leverage adaptive duty cycling, hopping channels to 

minimize interference, and mesh networking to support battery-powered 

devices with operational lifetimes over multiple years. The basic building 

blocks of the Data Link Layer — framming, error control, flow control, and 

media access methods — are still necessary and they have just been 

redefined to meet the current needs. Gaining insight into the behavior of 
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understanding existing networking paradigms and future directions where 

the continued digitalization of society is pushing the demands for reliable, 

efficient, and adaptive communication systems to levels never before 

realized. 
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Notes Unit 6: Error Handling and MAC Protocols 

 

3.4 Error Detection and Correction 

The transfer of data over networks is vulnerable to errors because of 

electromagnetic interference, signal attenuation, and hardware limitations. 

Data can also be corrupted, ie when the data available to a sender does not 

match with the data available to a receiver (also known as agrees) when the 

data is transmitted from the sender to the receiver, bits may get flipped, lost 

or corrupted. Reliable communication systems need to include mechanisms 

to detect and correct errors. 

Parity Bit 

Hence, for error detection, parity bit is one the simplest methods used in 

digital communications. It does this by including an additional bit with each 

block of data (most commonly, a byte), so that the number of 1 bits is even 

(or odd, depending on the convention used) in the resulting sequence. Parity 

Bit The parity bit will have a value of the suitable parity code according to 

the odd or even parity schemes. On the other hand, odd parity schemes 

check to make sure that the number of 1s is odd by adding a parity bit. As a 

simple example, take the 7-bit ASCII character 'A' (1000001), and assume 

we are using even parity; we would add a parity bit of 0 to it, resulting in 

1000001 + 0 = 2 ones (A total of two 'ones' = which is even). In case of an 

odd parity, we would append a parity bit of 1 that makes the total number of 

1s in binary (1000001 + 1 = 3 ones is odd) When the receiver gets the data 

and parity bit, it counts the number of 1s. If this does not match the expected 

parity (even or odd), the receiver realizes at least one bit error happened 

while transmitting. It is computationally cheap and incurs very little 

overhead, requiring one additional bit for each unit of data. But parity 

checking has very strong limitations. Perhaps most importantly, it can only 

detect an odd number of bit errors. The parity check will still pass if an even 

number of bits get flipped during transmission, so it would give a false 

impression on the integrity of the data. Furthermore, parity checking offers 

no error correction where it can only tell that an error occurred but not 

which bit(s) were altered. Despite these caveats, parity checking is still 

handy in error-prone environments where the individual errors are rare and 

retransmission is possible. 

Hamming Distance 

This is a very important concept for error detection and correction, the bit 

difference between two sequences of bits called Hamming distance. In 
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Notes mathematical terms, the Hamming distance between two bit strings of the 

same length is the number of indices at which the bits differ. For example, 

the Hamming distance between the sequences "1011" and "1001" is equal to 

1, since they differ only at one position (the third one). 

This idea is central in the design of codes for error detection and correction. 

In a code to d detect (d + 1) bit error, its minimum Hamming distance 

between two valid codeword needs at least d + 1. For correcting d errors, 

the minimum Hamming distance must be ≥ 2d + 1. For a trivial example, 

when we have 1-bit of data (0 or 1) and we are going to encode it using 3-

bits of codewords, we can encode 0 using "000" and 1 using "111". Consider 

the following codewords: {111000, 000111} The Hamming distance 

between these codewords is 3. This coding scheme is capable of detecting at 

most 2 bit errors (because any alterations of 2 bits cannot transform one 

valid codeword to another) and correcting 1 bit error (because only altering 

a single bit would yield a pattern closer to the correct codeword than not). 

Hamming distance underlies much of the theoretical basis for many types of 

coding schemes' error detection and correction capabilities. This allows 

engineers to build codes with some specific error handling properties for 

various communication environments and reliability needs. 

Hamming Code 

The practical error-correcting code that Richard Hamming devised has since 

been named Hamming code. This code is much more protectivethan just 

parity checking, since it can expose up to two bits, as well as recover from 

single bit errors. In Hamming code, parity bits are present at positions 

throughout the data bits. These parity bits are usually located on powers of 

2, i.e., on the 1st, 2nd, 4th, 8th, etc., bit position, and each one covers a 

location and a specified group of data bits. If an error occurs, the 

combination of parity bit errors resolves to a binary number that directly 

identifies the location of the inverted bit. For instance, a (7,4) Hamming 

code consists of 4 data bits and 3 redundancy bits (i.e., redundancy bits) and 

generates a 7-bit codeword. The bits at position 1, 2, and 4 are parity bits, 

and bits 3, 5, 6, and 7 are data bits. For each individual parity bit, it is 

determined by a combination of bits of data: 

• Parity bit 1 is tying the bits 1 3 5 7 

• Parity bit 2 checks bits 2, 3, 6, 7 

• Parity bit 4 checks bits 4, 5, 6, 7 

This is done by the receiver by recalculating parity bits based on the 

received 7-bit codeword and comparing them with the received parity bits. 



  
  

120 
 

MATS Centre for Distance and Online Education, MATS University 

 

Notes The result is a binary number that tells you where the error is, if present. If 

this value is zero, no error is detected. If it is non-zero, it indicates the 

location of the flipped bit, which can be subsequently corrected. Hamming 

codes are often used in applications where error correction is important, but 

where the overhead must be limited, such as in RAM error correction (ECC 

RAM) and some telecommunication systems. We find them to be a great 

tradeoff of simplicity, overhead, and error correction capability for many 

practical use cases. 

Cyclic Redundancy Check (CRC) 

The Cyclic Redundancy Check (CRC), is one of the most strong error 

detection mechanism and widely used in digital communications and storage 

systems. While parity checking is limited to detecting odd numbers of bit 

errors, CRC is capable of detecting other common error patterns, including 

burst errors which cause multiple bits in a row to be flipped. CRC stands for 

Cyclic Redundancy Check which works on polynomials in finite fields. The 

sender interprets the data as a polynomial with binary coefficients and 

divides it by a predetermined generator polynomial. The remainder of this 

division is added to the data, known as the CRC value or checksum. For 

example, if we have the message 101101 and the generator polynomial x³ + 

x + 1 (in binary it is 1011), we would: 

The number of zeros appended to each message is equal to the degree of the 

generator polynomial (3 in this example):101101000 

 

1. Perform binary (XOR) division of this by the generator polynomial 

2. Return the CRC value as the 3-bit residue 

Figure 3.2: CRC Protocol 
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Notes 3. Send the original message + rmdr:101101xxx (xxx is the 3-bit 

CRC) 

Next, when the receiver obtains the data, the receiver performs the same 

polynomial division on the complete received bit stream (containing 

CRC bits). If xmod(255) == 0, this means that data received is intact. 

Otherwise, an error is found. 

 

CRC has several advantages compared to simpler error detection 

techniques: 

• It is capable of detecting all single-bit errors 

• In some configurations it can detect all double-bit errors 

• It can detect any odd-length number of errors in bits 

• It can also detect most burst errors of length less than or 

equal to the length of the CRC itself 

• It is very efficient to compute requiring only shift and XOR 

Various CRC polynomials offer different error detection capabilities. 

Standardized implementations include CRC-16 (used by the XMODEM 

protocol), CRC-32 (used by Ethernet, ZIP, and PNG), and CRC-64 (used by 

some high-integrity applications). Detecting polynomials are selected on the 

basis of the kind of error pattern expected in the communication channel 

and the sufficient level of detection confidence. Although CRC has powerful 

error detection capabilities, it cannot recover from errors; it can only tell that 

the data has become corrupted. Error detection mechanisms are used when 

errors are detected, and usually the data block gets retransmitted. 

Checksum 

Checksums are another means of checking for errors by breaking a message 

into its component parts and summing these parts and sending along this 

sum with the message. Receiver then applies same addition to the received 

message adds then matches with the received checksum. In its simplest 

form, a checksum can encompass simply interpreting bytes or words of 

information as numbers, summing them, and sending the sum. So, for the 

ASCII message "AB" (65 and 66 decimal) our checksum is 131. More 

advanced checksums may utilize modular arithmetic so that each step 

maintains the checksum within a set size limit, or complement operations to 

increase error detection. Computationally efficient and simple to implement, 

checksums have their advantages. Though CRC offers much stronger error 

detection capability than other checksums, especially burst errors or specific 

error patterns. With checksums, the probability of an undetected error (when 
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Notes corrupted data has the same checksum as the original) is higher than with a 

properly designed CRC. Sphere of limitations for checksums However, 

checksums still have their place — particularly in situations involving 

heavy constraints on computational resources or situations not requiring 

flawless error detection. They are commonly employed in conjunction with 

other error detection or correction methods to offer multiple levels of 

protection against various forms of transmission errors. 

Error Detection versus Error Correction 

Error detection and error correction are two categories of transmission 

techniques that utilize a specific method to recover from errors with their 

own benefits and limitations. Error detection mechanisms only tell if errors 

have occurred, not how the original data can be retrieved. The standard 

action is to request for the retransmission of the corrupted information, 

commonly referred to as Automatic Repeat reQuest or ARQ. This strategy 

is effective in cases where: 

• The error rate of the communication channel is low 

•  Return delay is allowed 

• There is a feedback channel for retransmission requests. 

• Receiver has limited processing power 

Many error detection schemes, including parity, checksum, and CRC, are 

well-established; they have different detection coverage and computational 

complexity. On the other hand, not only detecting error but also reconstruct 

the original data without needing to retransmit, provide error correction 

mechanisms. This method, called Forward Error Correction (FEC), is 

beneficial when: 

• Impractical or impossible to retransmit (e.g., deep space 

communications, broadcasting) 

• We would not tolerate round-trip delay (e.g., real-time 

audio/video) 

• The channel has a known error pattern 

• Re-transmission bandwidth is constrained 

Examples of error correction codes are Hamming codes, Reed-Solomon 

codes, convolutional codes, and Low-Density Parity Check (LDPC) codes. 

These codes insert extra data that doesn't provide information about 

anything new but enables a receiver to detect or mitigate certain types of 

error patterns at the cost of increasing the transmission overhead. However, 

the decision of whether to provide error detection or error correction is 

based on several characteristics of the communication experience, required 
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are used by many modern communication systems, where a robust error 

correction is applied to correct the common error patterns, but if the 

corruption is too strong for error detection, a retransmission is triggered 

instead.. 

3.5 Medium Access Control (MAC) Protocols 

Medium Access Control (MAC) protocols govern how multiple devices 

share a common communication medium. In network environments where 

multiple nodes contend for the same transmission medium—such as a 

shared cable in wired networks or the electromagnetic spectrum in wireless 

networks—a mechanism must exist to coordinate access and prevent or 

handle collisions. MAC protocols provide this crucial coordination layer, 

ensuring efficient and fair utilization of the available bandwidth. 

Ethernet (CSMA/CD) 

Ethernet, developed at Xerox PARC in the 1970s and later standardized as 

IEEE 802.3, has become the dominant technology for local area networks 

(LANs). At its core, traditional Ethernet employs Carrier Sense Multiple 

Access with Collision Detection (CSMA/CD) as its medium access control 

mechanism. 

The CSMA/CD protocol operates according to the following principles: 

1. Carrier Sense (CS): Before transmitting, a station listens to the 

medium to determine if another transmission is in progress. If the 

medium is busy, the station defers its transmission. 

2. Multiple Access (MA): Multiple stations can access the medium, 

but only one can successfully transmit at a time for half-duplex 

operation. 

3. Collision Detection (CD): If two stations begin transmitting 

simultaneously (or nearly so due to propagation delay), they detect 

the resulting signal interference (collision) and immediately cease 

transmission. 

When a collision occurs, the involved stations execute a binary 

exponential backoff algorithm. Each station waits for a random time 

interval before attempting retransmission, with the range of possible 

delay values doubling after each successive collision involving the same 

packet. This randomization helps prevent repeated collisions between 

the same stations. The maximum collision domain size in Ethernet is 

constrained by the need to detect collisions before the transmission 

completes. This requirement establishes the minimum frame size (64 
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Notes bytes in traditional Ethernet) and the maximum cable length for different 

Ethernet variants. 

Modern Ethernet networks have largely moved away from the traditional 

shared medium approach to switched Ethernet configurations, where each 

device connects to a switch via a dedicated link. In switched environments 

operating in full-duplex mode, collisions cannot occur, effectively rendering 

CSMA/CD unnecessary. Nevertheless, understanding CSMA/CD remains 

important for comprehending Ethernet's evolution and for environments 

where half-duplex operation still exists. 

ALOHA 

The ALOHA protocol, developed at the University of Hawaii in the late 

1960s for radio-based computer networking, represents one of the earliest 

random access protocols for shared medium communications. ALOHA 

comes in two primary variants: pure ALOHA and slotted ALOHA. 

In pure ALOHA, the approach is remarkably straightforward: 

• When a station has data to transmit, it simply sends it immediately 

• If a collision occurs (detected by the absence of an 

acknowledgment), the station waits for a random time interval 

before retransmitting 

• This random delay helps reduce the probability of repeated 

collisions 

Pure ALOHA's simplicity comes at the cost of efficiency. The 

theoretical maximum channel utilization for pure ALOHA is only about 

18.4%, meaning that under heavy load, over 80% of the channel 

capacity is wasted on collisions and the resulting retransmissions. 

Slotted ALOHA improves upon this performance by dividing time into 

discrete intervals or "slots." Stations can only begin transmission at the 

start of a slot, which reduces the vulnerability period during which 

collisions can occur. This modification increases the theoretical 

maximum channel utilization to about 36.8%—still inefficient by 

modern standards but a significant improvement over pure ALOHA. 

Despite its relatively low efficiency, ALOHA pioneered several concepts 

fundamental to modern networking: 

• The idea of random access to a shared medium 

• The use of randomized backoff to handle contention 

• The tradeoff between protocol simplicity and channel efficiency 

ALOHA's influence extends beyond its direct implementations. Its 

principles formed the foundation for more sophisticated protocols like 
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scenarios with light traffic loads or where simplicity outweighs 

efficiency concerns, ALOHA-like approaches may still find application. 

CSMA/CD in Detail 

Carrier Sense Multiple Access with Collision Detection (CSMA/CD) refines 

the basic ALOHA concept by adding carrier sensing before transmission and 

collision detection during transmission. This protocol, most famously 

implemented in Ethernet, significantly improves channel utilization 

compared to pure ALOHA approaches. 

The CSMA/CD algorithm follows these steps: 

1. Listen before talking: A station with data to transmit first monitors 

the channel (carrier sensing). If the channel is idle, the station 

proceeds to step 2; if busy, it continuously monitors until the 

channel becomes idle. 

2. Transmit and listen: The station begins transmission while 

simultaneously monitoring the channel for collisions. 

3. If no collision is detected throughout the vulnerable period 

(determined by the network's round-trip propagation time), the 

transmission is considered successful. 

4. If a collision is detected, the station immediately stops transmission 

and broadcasts a brief jamming signal to ensure all stations 

recognize the collision. 

5. After a collision, the station waits for a random time interval 

determined by the binary exponential backoff algorithm before 

attempting retransmission. Specifically, after the i-th consecutive 

collision, the station waits for k × slot time, where k is randomly 

chosen from {0, 1, 2, ..., 2^min(i,10) - 1}. 

The performance of CSMA/CD depends significantly on the 

propagation delay relative to the transmission time. In environments 

with low propagation delay, CSMA/CD can achieve channel utilization 

approaching 100% under light to moderate loads. However, performance 

degrades as propagation delay increases or as the network becomes 

heavily loaded. 

Several important parameters influence CSMA/CD operation: 

• Slot time: The worst-case round-trip propagation time plus the time 

to detect a collision, defining the basic time unit for the backoff 

algorithm. 
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frame transmissions, allowing network adapters to process received 

frames. 

• Maximum attempt limit: The number of transmission attempts 

before declaring failure, typically 16 in Ethernet. 

• Jam signal: A 32-bit pattern transmitted after collision detection to 

ensure all stations recognize the collision. 

CSMA/CD served as the foundation for early Ethernet networks, 

proving remarkably successful for shared medium LANs. However, with 

the evolution toward switched Ethernet and full-duplex operation, the 

relevance of CSMA/CD has diminished in modern networks, though its 

historical importance and conceptual influence remain significant. 

Token Passing 

Token passing protocols present an alternative approach to medium access 

control, eliminating contentions and collisions by circulating a control token 

among stations. Only the station holding the token has permission to 

transmit, ensuring orderly access to the shared medium. 

Two prominent implementations of token passing are Token Ring (IEEE 

802.5) and Token Bus (IEEE 802.4): 

Token Ring arranges stations in a logical ring topology. The token circulates 

sequentially from one station to the next. When a station receives the token, 

it can: 

• Transmit a frame by changing the token to a "frame start" sequence, 

appending its data, and sending it into the ring 

• After transmission, the station is responsible for generating a new 

token 

• Each station examines passing frames; the intended recipient copies 

the data while allowing the frame to continue circulating 

• The originating station ultimately removes its frame from the ring 

Token Bus, despite using a physical bus topology, implements a logical 

ring through explicit token passing. Each station knows its predecessor 

and successor in the logical ring, regardless of physical placement. The 

token passing process otherwise resembles that of Token Ring. 

Token passing protocols offer several advantages: 

• Deterministic performance: Access delay has a guaranteed upper 

bound, making these protocols suitable for real-time applications. 

• Fairness: Each station receives equal transmission opportunities. 
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protocols, performance remains stable as network load increases. 

• Priority mechanisms: Many implementations support priority-

based access, allowing time-sensitive traffic to receive preferential 

treatment. 

However, these benefits come with certain drawbacks: 

• Overhead under light load: The token circulation introduces delay 

even when few stations have data to transmit. 

• Complexity: Token maintenance, station addition/removal, and 

recovery from failures require sophisticated mechanisms. 

• Single point of failure: A lost or corrupted token can disable the 

entire network unless proper recovery procedures exist. 

Token passing networks experienced significant popularity in the 1980s 

and early 1990s, particularly in industrial and mission-critical 

environments. IBM's Token Ring implementation was especially 

prominent in enterprise networks. However, the evolution of switched 

Ethernet with its simplicity, cost advantages, and improving quality of 

service capabilities has largely superseded token passing networks in 

modern deployments. 

CSMA/CA 

Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) 

addresses the challenges of collision detection in wireless networks, where 

detecting collisions during transmission is often impractical due to the 

significant difference between transmission and reception signal strengths. 

This protocol forms the foundation of IEEE 802.11 wireless LANs (Wi-Fi). 

CSMA/CA operates according to the following principles: 

1. Physical carrier sensing: A station wishing to transmit first 

monitors the channel for a predetermined interval (DIFS - 

Distributed Inter-Frame Space) to determine if it's idle. 

2. Virtual carrier sensing: The Network Allocation Vector (NAV) 

mechanism provides a virtual busy indication based on duration 

information in frame headers, allowing stations to anticipate 

medium usage even when they cannot physically detect 

transmission. 

3. Exponential backoff: If the medium is busy, the station defers 

access and executes a binary exponential backoff algorithm, 

selecting a random number of time slots to wait before attempting 

transmission again. 
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problem," a station can send a short Request to Send (RTS) frame, 

to which the intended recipient responds with a Clear to Send (CTS) 

frame. These control frames include duration information, allowing 

neighboring stations to update their NAVs accordingly. 

5. Positive acknowledgment: Unlike Ethernet CSMA/CD, successful 

frame reception requires explicit acknowledgment (ACK). The 

absence of an ACK indicates a transmission failure, triggering 

retransmission. 

CSMA/CA prioritizes collision avoidance over collision detection, 

accepting additional overhead to reduce the probability of collisions 

occurring. This approach makes sense in wireless environments where: 

• Collisions are particularly costly due to the relatively long duration 

of frames 

• Detecting collisions during transmission is often impossible 

• The propagation environment is inherently more error-prone than 

wired media 

While CSMA/CA provides effective medium access control for wireless 

LANs, it faces challenges in environments with high node density or 

hidden nodes. Various enhancements have been incorporated into later 

802.11 standards, including quality of service provisions (802.11e), 

spatial multiplexing capabilities (802.11n/ac/ax), and more efficient 

channel access mechanisms. 

Ethernet Evolution 

Ethernet has undergone remarkable evolution since its inception, 

transforming from a simple shared medium technology to a sophisticated 

ecosystem supporting diverse deployment scenarios and performance 

requirements. This evolution reflects changes in both the physical layer 

technologies and the medium access control mechanisms. The original 

Ethernet (10BASE5, or "thick Ethernet") used a shared coaxial cable as its 

transmission medium, with stations connecting via vampire taps. This 

evolved to 10BASE2 ("thin Ethernet" or "cheapernet"), which retained the 

bus topology but used thinner, more flexible coaxial cable with BNC 

connectors. Both implementations relied heavily on CSMA/CD for medium 

access control. 

A significant architectural shift occurred with the introduction of 10BASE-T, 

which replaced the shared bus with point-to-point links between stations and 



 

129 
 

MATS Centre for Distance and Online Education, MATS University 

 

Notes central hubs or switches using twisted-pair cabling. This star topology 

fundamentally changed Ethernet's operation: 

• With hubs, the network still functioned as a single collision 

domain, requiring CSMA/CD. 

• With switches, each port represented a separate collision domain, 

allowing simultaneous transmissions across different ports and 

enabling full-duplex operation. 

The shift toward switched Ethernet effectively rendered CSMA/CD 

obsolete in many deployments. In full-duplex mode, where dedicated 

transmission and reception paths exist, collisions cannot occur, 

eliminating the need for collision detection and backoff algorithms. 

Speed enhancements have paralleled these architectural changes: 

• 10 Mbps: The original Ethernet standard 

• 100 Mbps: Fast Ethernet (IEEE 802.3u) 

• 1 Gbps: Gigabit Ethernet (IEEE 802.3z for fiber, IEEE 802.3ab for 

twisted pair) 

• 10 Gbps: 10 Gigabit Ethernet (IEEE 802.3ae and subsequent 

standards) 

• 40/100 Gbps: Higher speed variants (IEEE 802.3ba and subsequent 

standards) 

• 200/400 Gbps: Latest generations (IEEE 802.3bs and subsequent 

standards) 

Modern Ethernet implementations incorporate numerous 

enhancements beyond raw speed increases: 

• Power over Ethernet (PoE): Delivering power alongside data on 

the same cable 

• Energy-Efficient Ethernet (EEE): Reducing power consumption 

during periods of low utilization 

• Audio/Video Bridging (AVB) and Time-Sensitive Networking 

(TSN): Providing deterministic latency for time-critical applications 

• Backplane Ethernet: Adapting Ethernet for use within equipment 

chassis 

• Automotive Ethernet: Specialized variants for in-vehicle 

networking 

Despite these significant evolutions, Ethernet retains backward 

compatibility and conceptual continuity with its origins. The frame 

format has remained fundamentally stable, with additions rather than 

revolutionary changes. This evolutionary approach has contributed 
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dominance in local area networking. 

Comparative Analysis of MAC Protocols 

Medium Access Control protocols can be evaluated across several 

dimensions, including efficiency, fairness, complexity, determinism, and 

suitability for different traffic patterns. Understanding these comparative 

strengths and weaknesses helps network designers select appropriate 

technologies for specific deployment scenarios. 

Efficiency Under Different Loads: 

• ALOHA exhibits poor efficiency even under light loads (maximum 

18.4% for pure ALOHA, 36.8% for slotted ALOHA) 

• CSMA/CD performs well under light to moderate loads but 

degrades under heavy loads due to increasing collision rates 

• Token Passing maintains consistent performance regardless of load, 

with relatively higher overhead under light conditions but superior 

stability under heavy loads 

• CSMA/CA offers reasonable performance under light loads but 

suffers more significant degradation than CSMA/CD under heavy 

loads due to its collision avoidance overhead 

Determinism and Bounded Delay: 

• ALOHA and CSMA variants provide no upper bound on access 

delay; stations might experience indefinite blocking under 

pathological conditions 

• Token Passing guarantees an upper bound on access delay 

(determined by maximum token rotation time), making it suitable 

for real-time applications 

• Prioritized versions of both CSMA and Token Passing can provide 

deterministic service to high-priority traffic while maintaining 

statistical service for lower priorities 

Fairness: 

• ALOHA offers probabilistic fairness but can lead to performance 

disparities under heavy loads 

• CSMA/CD with binary exponential backoff tends to favor 

recently successful stations, potentially leading to capture effects 

where some stations dominate medium access 

• Token Passing provides strict fairness by design, with each station 

receiving equal transmission opportunities 

Complexity and Robustness: 
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implementation requirements but lacks sophisticated recovery 

mechanisms 

• CSMA variants introduce moderate complexity with their sensing 

and backoff mechanisms 

• Token Passing requires the most complex station behavior, 

particularly for token maintenance and recovery from failures like 

lost tokens or station outages 

Scaling Characteristics: 

• ALOHA scales poorly as the number of active stations increases 

• CSMA/CD performance deteriorates with increasing electrical 

distance (propagation delay) and station count 

• Token Passing maintains more consistent performance with 

increasing station counts but suffers from growing token rotation 

time 

• Switched point-to-point architectures (as in modern Ethernet) scale 

by adding switch capacity rather than through MAC protocol 

enhancements 

The evolution of networking technologies has demonstrated that no 

single MAC protocol represents an optimal solution for all 

scenarios. Modern networks increasingly employ specialized 

protocols for different segments or implement quality of service 

mechanisms that dynamically adjust access parameters based on 

traffic requirements. The trend toward switched architectures has 

diminished the importance of sophisticated MAC protocols in many 

enterprise environments, but their principles remain relevant in 

wireless domains and specialized applications like industrial 

networks, vehicular communications, and sensor networks. 

Multiple Choice Questions (MCQs)  

1. Which of the following is NOT a function of the Data Link 

Layer? 

a) Framing 

b) Error Control 

c) Routing 

d) Flow Control 

2. Which technique is used in framing to indicate the start and end 

of a frame using special characters? 

a) Character Count 
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Notes b) Flag Byte 

c) Bit Stuffing 

d) Checksum 

3. Which flow control mechanism sends one frame at a time and 

waits for an acknowledgment before sending the next? 

a) Sliding Window 

b) Stop-and-Wait 

c) CSMA/CD 

d) ALOHA 

4. Which error detection method involves adding a single bit to 

ensure an even or odd number of 1s? 

a) Hamming Code 

b) Cyclic Redundancy Check 

c) Parity Bit 

d) Checksum 

5. Which of the following is a MAC protocol used in wired 

Ethernet networks? 

a) CSMA/CD 

b) ALOHA 

c) Token Passing 

d) TDMA 

6. What is the primary advantage of using the Sliding Window 

Protocol over Stop-and-Wait? 

a) It allows multiple frames to be sent before acknowledgment 

b) It eliminates the need for acknowledgments 

c) It avoids the need for framing 

d) It does not require error detection 

7. Which of the following is an error correction technique? 

a) Parity Check 

b) Hamming Code 

c) Checksum 

d) CRC 

8. Which MAC protocol uses a token to control access to the 

network? 

a) CSMA/CD 

b) ALOHA 

c) Token Passing 

d) Ethernet 
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Notes 9. What does CSMA/CD stand for? 

a) Carrier Sense Multiple Access with Collision Detection 

b) Carrier Signal Medium Access with Control Delay 

c) Channel Sharing Multiple Access with Code Division 

d) Collision Sense Multiplexing Access with Delay 

10. Which framing technique counts the number of characters in a 

frame for delimitation? 

a) Flag Byte 

b) Character Count 

c) Bit Stuffing 

d) Stop-and-Wait 

Short Answer Questions 

1. What are the main functions of the Data Link Layer? 

2. Define framing and explain its importance in data communication. 

3. Compare Character Count, Flag Byte, and Bit Stuffing framing 

techniques. 

4. What is the difference between Stop-and-Wait and Sliding Window 

flow control? 

5. Explain parity bit error detection with an example. 

6. How does the Hamming Code correct errors in data transmission? 

7. What is CRC (Cyclic Redundancy Check), and how does it detect 

errors? 

8. Define Medium Access Control (MAC) and explain its role in 

networking. 

9. Compare CSMA/CD and Token Passing in terms of their working 

principles. 

10. Explain the working of the ALOHA MAC protocol and its 

limitations. 

Long Answer Questions 

1. Explain the functions of the Data Link Layer in detail. 

2. Discuss different framing techniques with examples. 

3. Compare and contrast Stop-and-Wait and Sliding Window flow 

control mechanisms. 

4. Explain error detection techniques (Parity Bit, CRC, Checksum) 

with examples. 

5. Describe the Hamming Code and how it is used for error correction. 

6. Discuss the different MAC protocols (Ethernet, Token Passing, 

CSMA/CD, ALOHA) with their advantages and disadvantages. 



  
  

134 
 

MATS Centre for Distance and Online Education, MATS University 

 

Notes 7. Explain the CSMA/CD protocol and how it helps in Ethernet 

networks. 

8. Describe how Token Passing works in network communication. 

9. Discuss the advantages and disadvantages of wired and wireless 

MAC protocols. 

10. How do error control mechanisms improve network reliability? 

Provide real-world examples. 
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MODULE 4 

NETWORK LAYER 

 

4.0 LEARNING OUTCOMES 

By the end of this Module, students will be able to: 

 

1. Understand the functions and responsibilities of the Network Layer 

in networking. 

2. Learn about routing and differentiate between static and dynamic 

routing. 

3. Explain routing algorithms, including Distance Vector and Link 

State. 

4. Understand Internet Protocol (IP), IPv4 and IPv6 packet formats, 

and fragmentation. 

5. Learn about IP addressing schemes, subnetting, and supernetting. 

6. Explore ARP, RARP, ICMP, and IGMP protocols and their roles in 

networking. 
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Notes Unit 7:Network Layer Fundamentals and Routing 

4.1 Functions of the Network Layer 

At the third layer of the OSI reference model aligned with the network layer 

is the backbone for internetwork communications. It is mainly responsible 

for transmitting data between devices that may be on different networks, 

regardless of their physical implementation or geographical distance. This 

layer abstracts the nuances of physical propagation from upper ones, all 

while concealing the details of underlying network technologies from 

applications. Networking layer is a critical  component of computer 

networking professional provide multiple functionalities to allow end to end 

connection in a complex networking environment. The most important of 

them is logical addressing, which gives unique identifiers to devices on 

interconnecting networks. Logical addressing, unlike physical addressing 

used at the data link layer, gives a globally unique scheme that stays the 

same even if the packets cross multiple networks. This means that a new 

addressing mechanism, mostly managed by Ip addresses in today's network 

designs, underpins the basis for making routing and forwarding decisions. 

The routing mechanism on the network layer sets optimal paths for data 

packets to move from the source side to the destination side via one or more 

intermediary network paths. Routing is a complex decision-making process 

that is based on factors like network topology, link capacities, congestion 

levels, and administrative policies. Routers, the dedicated devices that work 

on this layer, keep routing tables with destination and next-hop addresses. 

These tables are updated dynamically through routing protocols to reflect 

any of the changes, failures, and congested conditions in the network. Packet 

forwarding, the second key function of the network layer, is the actual 

transfer of packets between network nodes —over the various physical 

interfaces of the network– depending on the routing decisions made. When 

a router has to process a packet, it looks at the destination address, checks its 

routing table, and forwards the packet to the appropriate next hop. This 

process continues at every router in the path until the packet arrives to its 

destination. Forwarding decisions may also be based on q uality of service 

(QoS) parameters used to prioritize application traffic. When packets must 

traverse networks with different maximum transmission unit (MTU) sizes, 

fragmentation and reassembly becomes necessary. For this reason, if a 

packet is larger than the MTU of the next network segment, the network 

layer splits the packet into smaller fragments, each with its own header 

information to ensure the fragments can be correctly reassembled at the 
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communication protocols. These first two issues are a critical network layer 

service that produce reliable networks: Error handling and diagnostics. 

Protocols such as ICMP (Internet Control Message Protocol) create error 

messages and status reports during network issues to inform source devices 

and network administrators. These messages are used to diagnose 

connectivity issues, identify unreachable destinations, and for debugging 

purposes. At the network layer, these traffic control mechanisms work by 

controlling the total packet flow in the network in order to avoid congestion. 

You might use techniques such as traffic shaping, congestion avoidance 

algorithms and explicit congestion notification to help stabilize the network 

during heavy load conditions. Without these controls, network performance 

would be severely diminished under peak utilization conditions. 

It is also at the network layer where security functions such as packet 

dropping/forwarding, network access control, and encryption services to 

protect data in transit across potentially untrusted networks can be provided. 

At this layer, IPsec is a suite of protocols that provides authentication and 

encryption services that can protect the confidentiality and integrity of 

contents of a packet or a stream of packets sent on the network. 

Yet another role of the network layer is to provide for internetworking 

between network types through the use of higher-layer processes for 

protocol translation and encapsulation. These mechanisms enable 

heterogeneous networks to interact with each other, regardless of 

differences in their underlying protocols and technologies. Network Layer 

Encapsulation in VPNVPNS make secure tunnels over public networks, 

thus heavily reliant on privacy and network layer encapsulation. QoS 

(Quality of Service) provisioning is another important function of the 

network layer, where the network layer should provide the level of service 

needed by the applications. QoS methods categorize packets based on 

predefined policies, allocate resources, and implement service level 

agreements to enable applications that have different sensitivities to delay, 

jitter, and bandwidth restrictions. Essentially Mobile IP is an extended 

version of the basic IP protocol that allows mobile devices to retain their 

connections as they move from one network to another. This feature is 

critical in today's mobile computing world, enabling the user to roam 

without dropping their active network connections. The network layer 

abstracts these complexities by taking care of tracking mobile devices and 

forwarding packets to their current locations. NAT and subnet addressing 
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well as offer a degree of security. NAT enables multiple devices to use a 

single public IP address, saving address space and forming an implicit 

firewall. Subnetting is a process of subdividing a larger network address 

space into smaller, more manageable segments, allowing for improved 

performance and security. Overall, thank you network layer for your 

services: allowing one machine node to pass data to another node across 

potentially complex and many-layered networks. Its functions collaborate to 

present an abstracted view of the network that overlays this physical 

complexity, so apps can talk to each other, regardless of the physical 

infrastructure. Network Evolution Because networks are constantly 

evolving, any changes to the network layer must support new use-cases 

while remaining backward compatible with existing infrastructure. 

4.2 Routing: static and dynamic routing, routing algorithms. 

13, routing — a basic network layer function that ensures that the 

destination packets travel over interconnected networks the most optimal 

route from the source. The efficiency of routing has an effect on network 

performance, reliability and resource utilization. Based on the above 

characteristics, routing strategies are of two main types, static and dynamic 

routing, which differ in their practical applicability. 

The most straightforward method is static routing, where network 

administrators manually enter static routes into router tables. In this 

approach, next-hop addresses for every destination network must be 

specified explicitly, this defines a deterministic path that will not change 

unless specifically configured to do so. Static routing has advantages such as 

predictability, not consuming resources on the router, and better security due 

to controlled traffic flows. Static routes takes up negligible bandwidth or 

processor resources because routers do not exchange routing information, so 

they are often used in routers with limited resources. But static routing has 

serious drawbacks in dynamic network context. Not only does the protocol 

do not automatically adjust to topology changes, link failures, or changes to 

congestion conditions, but any change to the routes must be performed 

manually. Therefore, static routing is not practical for large-scale and 

dynamic networks where link-state changes happen often and need to be 

implemented immediately. Static routing is ideally suited for some limited 

applications: small networks with stable and simple topologies; stub 

networks with only one entry/exit point; backup routes to critical 
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control is essential. 

For internet edge connections, the same concept is often applied with static 

routes because traffic patterns do not change much, and security 

considerations outweigh adaptive routing characteristics. Dynamic routing, 

on the other hand, uses special protocols that allow routers to automatically 

learn about network destinations, share routing information, and respond to 

changing network conditions. These protocols use algorithms to consider 

different measures including hop count, bandwidth, delay and composite 

values reflecting the quality of a link, to find optimal paths. In contrast, 

when such changes occur to the network, dynamic routing protocols 

automatically recalculation paths and updates routing tables as needed in 

other to maintain network connectivity with minimal human intervention. 

Especially the benefits of dynamic routing show in larger and more 

complex networks. This feature greatly improves network resiliency and 

performance because it learns to dynamically route around failed elements 

and balances traffic along many simultaneous routes. As networks grow and 

new networks attach to the infrastructure, dynamic routing is able to scale 

well, with very little additional configuration required. But those 

advantages have to be paid for with some drawbacks: additional complexity 

in configuration and troubleshooting, higher router resource (memory, CPU, 

bandwidth) usage and security issues because of the exchange of routing 

information. 

Dynamic routing protocols divide into two main types based on their 

operating scope: Interior Gateway Protocols (IGPs) and Exterior Gateway 

Protocols (EGPs). IGPs are used by systems running within the same 

autonomous system, or a network owned by a single administrative 

authority, and help to optimize routing information internally. RIP, OSPF, 

EIGRP, and IS-IS are some examples. EGPs, epitomized in most cases by 

Border Gateway Protocol (BGP), distinguish transport between autonomous 

systems and permit routing decisions, based on policy, that correlate more so 

with business relationships and administrative directives while still 

preserving Internet interconnectivity. The core algorithms that guide the 

early stage of dynamic routing protocols consist of two major categories: 

distance vector and link state, that offer two ways to compute route with its 

own nature and operation process. Distance vector algorithms are one of the 

oldest methods of implementing dynamic routing, using the Bellman-Ford 

algorithm. These protocols work on a fairly simple principle: Routers 
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Notes periodically advertise their entire routing table to their directly attached 

neighbors, who add a cost for the link to reach the router advertising the 

information into their own tables. This process, commonly referred to as 

"routing by rumor," depends on the information that neighbors receive 

without direct confirmation on the topology of the network. Examples of 

distance vector protocols are RIP (Routing Information Protocol), RIPv2, 

IGRP (Interior Gateway Routing Protocol), and EIGRP (Enhanced Interior 

Gateway Routing Protocol)—though EIGRP includes features of both 

distance vector and link state designs. But since distance vector protocols 

are so simple in design, they also are simple to implement/configure and 

once they are working don't require much initial configuration to make them 

run. However, this simplicity comes with major constraints that hinder their 

performance in networks with a greater size. Count-to-Infinity Problem: 

Count-to-infinity problem is one of the major problems wherein the routers 

keep increasing the metrics for an unreachable network when the destination 

inorder to detect the destination as unreachable. To reduce this problem, 

distance vector protocols use techniques like split horizon, route poisoning, 

and holddown timers, which minimize but not completely eliminate 

convergence issues. 

Routing updates need to propagate hop by hop through the network for 

distance vector protocols and as such it can take a long time to converge 

after a change, especially in larger scale environments. Every periodic 

update consumes bandwidth even if no changes in the network have 

occurred, although this overhead has been mitigated in modern realizations 

by mechanisms such as triggered updates. The moderate amount of metric 

information (typically hop count only in simple implementations) may 

produce inaccurate routing decisions that do not take real link qualities such 

as bandwidth or latency into account. 

Link state routing algorithms (eg: OSPF (Open Shortest Path First) and IS-

IS (Intermediate System to Intermediate System)), however, work by taking 

a completely different route. In contrast to distance vector routing, link state 

routers share information about the state of their links that they are directly 

connected to with all other routers in the routing domain. All routers 

independently construct a complete topological view of the network from 

these link state advertisements, and they run Dijkstra's shortest path 

algorithm to compute optimal paths to each destination. This gives the 

routers a consistent view of the network, which allows them to make 

consistent routing decisions. Link state protocol have many big advantages 
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Notes then distance vector protocol. The flooding mechanism quickly distributes 

any changes in topology to all nodes in the network which allows the routers 

to recalculate any affected routes more quickly. With full topology 

awareness, it allows for more effective path selection based on several 

criteria and can support features such as equal-cost multipath routing and 

traffic engineering. Since incremental updates only occur in the event of a 

change in the actual network instead of the systems constantly advertising 

over a standard time period, bandwidth consumption on stable networks is 

subdued. While these features provide advantages, they do also add 

complexity both to protocol operation and router resource usage. Using link 

state databases and running Dijkstra algorithm calculations requires more 

memory and more speed, especially in large networks.  

First-time configuration is different requiring more forethought, especially 

around area configuration and router IDs. Nonetheless, link state protocols 

have dominated both enterprise and service provider networks because of 

their advantages in scaling and performance. In reality, a lot of networks 

utilize hybrid methods that combine the best of static and dynamic routing. 

For security and predictability, static routes could be used to interconnect 

with critical infrastructure, with dynamic protocols addressing broader 

network connectivity. Likewise, hierarchical routing designs almost always 

use different protocols at different levels in the network, simpler protocols 

on the edge and more elaborate ones in the core. Path vector routing, one 

specific instance being BGP (Border Gateway Protocol), is a third class that 

extends distance vector principles to couple more path attributes. For the 

most part, BGP is used for interautonomous system routing on the Internet 

and makes routing decisions not only based on metrics but on policy 

attributes rather than metrics (which may reflect business, political, or 

administrative considerations. This technique allows for complex routing 

policies, which is what internet service providers use to establish peering 

agreements and traffic engineering strategies. 

Kudos to this group for delivering such a significant contribution to their 

routing area, however. These include diverse research angles such as intent-

based routing that hides low-level configuration details in lightweight, high-

level policy expressions; segment routing that eliminates the need to 

maintain detailed path-management infrastructure for traffic engineering by 

using source-based path selection; or software defined networking paths that 

lead to centralization of routing decisions in controller applications. These 
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Notes new features help combat the growing complexity of modern network 

environments whilst enhancing flexibility, performance, and security. 
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Notes Unit 8: IP Addressing and Network Support Protocols 

 

4.3 Internet Protocol (IP): IPv4 and IPv6 Packet Formats, 

Fragmentation, IP Addressing Schemes 

On top of this, more than a decade ago, a second Internet Protocol (IP) was 

introduced. IP is a layer 3 network layer protocol providing a 

connectionless, best-effort method of transferring packets from hosts across 

various networks and bypassing the top layer technology. There are two 

primary versions of IP in use today — IPv4, the original, the 

implementation, which has underpinned the internet for many decades, and 

IPv6, the next generation protocol intended to counter key limitations of 

IPv4 while adding new capability to modern networks. IPv4 As the IETF 

published in 1981 RFC 791 IETF 1981), IPv4 uses a rigid packet format 

designed to allow for greater usability while retaining efficiency. Some of 

the fields in IPv4 header play an important role in ensuring that packets are 

handled appropriately when traversing a series of connected networks. 

Version (4 bits) specifies the protocol version and is 4 for IPv4 packets. The 

Internet Header Length (IHL, 4 bits) specifies the length of the header in 

32-bit words, typically 5 if there are no options, resulting in a 20-byte 

header. The Type of Service (8 bits), which is now called the Differentiated 

Services Field in newer implementations, allows for classifications of 

quality of service that affect the routing of packets depending on their delay, 

throughput, and reliability requirements. The Total Length field (16 bits) 

specifies the size of the full packet in bytes, including both header and data, 

with a maximum theoretical limit of 65,535 bytes. Identification (16 

bits)Assist in identifying fragments that are reassembled to belong to an 

original packet. The Flags field (3 bits) controls fragmentation behaviors, 

with specific bits used to indicate whether fragmentation is allowed and 

whether more fragments follow the current in the sequence. Fragment Offset 

(13 bits): This field specifies the relative position of a fragment within the 

entire (original) packet in units of 8 bytes so that fragments can be 

reassembled in the correct order at the destination. TTL (Time to Live) field 

(8 bits) prevents packets from looping forever through routing loops 

through decrementing on each router hop and discarding packets when it 

reaches zero. Protocol field (8 bits) — specifies the next-level protocol 

within the payload, such as TCP (value 6) or UDP (value 17), so that the 

payload can be handled appropriately at the destination. Header Checksum 

field (16 bits): It is used for header integrity checking and corruption 
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Notes detection in the transmission phase. The Source and Destination Address 

fields (32 bits each) hold the logical addresses of the communicating hosts, 

and the Options field (variable length) is available for extra control 

information, though this is seldom used in modern networks. 

On the other hand, IPv6, which was standardized in 1998 with RFC 2460, 

and updated with RFC 8200 in 2017, has a much simplified header designed 

for efficiency and larger address spaces. IPv6 uses a 40 byte header with a 

simpler format that removes infrequently hewd fields and moves optional 

features to extension headers. The Version field (4 bits) has the value 6, 

which identifies IPv6 packets. Traffic Class (8 bits) — Provides 

functionality that is similar to the IPv4 Type of Service field, allowing 

different traffic handling according to the type of traffic. A new field in 

packet headers, the Flow Label field (20 bits), enables identification of 

packets belonging to (for some definition of) specific traffic flows, which 

may allow routers and other devices to maintain state information about the 

flow. The Payload Length field (16 bits) specifies the length of the data after 

the base header, not the header itself (unlike IPv4). Next Header field (8 

bits): A Next Header field that identifies the transport layer protocol or the 

first extension header, allowing for an extensible chain of optional headers 

for specialifications. The 8-bit Hop Limit field has a similar purpose to the 

TTL field in IPv4, which is to prevent infinite routing loops. In the 128 bits 

they're used for the Source and Destination Address fields, we see the largest 

expansion, an astronomically large address space that removes what would 

have been a fundamental limitation for IPv4 design. IPv6 has the idea of 

extension headers which modularize additional protocol capabilities instead 

of being built into the base header. Notably, every extension header is 

capable of carrying a Next Header field that points to the next header in line, 

creating a sort of chain that is terminated by the transport layer protocol. 

Examples of extension headers are Hop-by-Hop Options, Routing, 

Fragment, Authentication, Encapsulating Security Payload and Destination 

Options, which provide specialized capabilities without encumbering the 

base header with fields that most packets do not use. 

For example, fragmentation, which allows packets to cross networks with 

differing maximum transmission units (MTUs), is fundamentally different 

between IPv4 and IPv6. IPv4 fragmentation happens at any router on the 

packet path. As a result, when a router receives a packet that exceeds the 

MTU of the next-hop network, it splits the packet up into smaller chunks 

called fragments. All these fragments have the same header information that 
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Notes came in the original packet with few parameters of fragmentation like; the 

Fragment Offset is the position of this fragment in the whole data, the More 

Fragments flag is set to determine whether there are more fragments 

following this one, and the Identification field will be the same for every 

fragment so we know that the fragments belong to the same original packet 

to be reassembled. IPv6 addresses this fundamentally differently by 

disallowing intermediate router fragmentation. Its alternative is Path MTU 

Discovery, in which the source nodes must ascertain the minimum MTU for 

the entire way to the destination and send appropriately fragmented packets 

before transmission. To avoid forwarding an IPv6 packet which has 

exceeded its Maximum Transmission Unit (MTU), a router discards the 

packet and returns an ICMPv6 "Packet Too Big" message to the source. The 

source subsequently changes its fragmentation settings and replays. This 

essentially removes the fragmentation processing overhead at intermediate 

routers and saves bandwidth by avoiding the situation where if one of the 

fragments is lost, the entire packet must be retransmitted as the data would 

be sent in one go (two for nagling). 

In the case of source-level fragmentation, IPv6 employs a Fragment 

extension header with essential fields: the Identification serves to uniquely 

identify the original packet, Fragment Offset denotes the fragment offset, 

and the M (More Fragments) flag indicates whether more fragments are 

forthcoming. This modularized style keeps the compact base header small, 

only including fragmentation if needed. Another area of fundamental 

difference between the two protocols is in their IP addressing schemes. IPv4 

and 32-Bit Addressing Mechanism Refer to a 32-bit addressing mechanism 

that provides about 4.3 billion unique addresses (i.e. 2^32). These addresses 

are normally shown in dotted-decimal notation (e.g., 192.168.1.1), where 

each decimal digit represents an 8-bit octet. The addressing scheme is 

divided into the classes (A, B, C, D, and E) based on the value of some 

leading bits (although the class system has been, if not completely, then at 

least partly, replaced by Classless Inter-Domain Routing in modern 

networks). 

 

Figure 4.1: Classes of IPv4 Address 
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Notes IPv4 addresses are divided into a network part and a host part, and the 

network prefix length is described by a suffix format (for example, a /24 

indicates a 24-bit network prefix). This sub-division enables hierarchical 

routing by aggregating the routing at nodes in order to maintain relatively 

smaller routing tables. There are different address types including; unicast 

(one host), broadcast (all hosts on a network) and multicast (a group of 

hosts), yet some addresses are reserved such as the loopback address 

(127.0.0.1), private networks (10.0.0.0/8, 172.16.0.0/12, 192.168.0.0/16) and 

link local (169.254.0.0/16) communication. Theoretically speaking, its 

lifespan should have reached its limit, but various tricks extended IPv4's 

practical longevity. NAT (Network Address Translation) maps devices with 

private internal address to the public address shared by all of them when 

they use the same public address to communicate to the external host. CIDR 

allows for more efficient address space allocation through variable-length 

subnet masks, as opposed to addressing classes with fixed boundaries. 

Dynamic Host Configuration Protocol (DHCP) is a network management 

protocol that automatically assigns IP addresses to devices on the network. 

DHCP also improves utilization by reclaiming IP addresses from devices 

that are no longer using them. IPv6 uses a 128-bit addressing scheme that 

has more than 340 undecillion (3.4 × 10^38) IP addresses possible, 

essentially eliminating any concern about address exhaustion. These 

addresses are expressed as hexadecimal numbers of eight 16-bit blocks 

separated by colons (e.g., 2001:0db8:85a3:0000:0000:8a2e:0370:7334), and 

they can be shortened by removing leading zeros in the blocks and replacing 

consecutive blocks of zeros with a double colon (e.g., 

2001:db8:85a3::8a2e:370:7334). IPv6 Address Types The IPv6 addressing 

architecture defines multiple address types with specific functions. Global 

unicast addresses act in a manner similar to public IPv4 addresses, as they 

can be routed throughout the world, with a hierarchy typically used to 

separate address space bits reserved for the global routing prefix, subnet 

identifier, and interface identifier. – Link-local addresses (starting with 

fe80::) are used to communicate within a single network segment without 

needing a global prefix. Unique local addresses (fd00::) have similar 

purpose as IPv4 private address, used for internal communication within the 

organization without global routing. Multicast addresses (starting with 

ff00::) are used to identify sets of interfaces, and anycast addresses route 

traffic to the closest individual in a service group.  
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Notes Obviously, IPv6 does not allow broadcast addresses; their functionality is 

replaced with certain multicast groups. Conventionally, the interface 

identifiers of IPv6 addresses are based on the MAC address of the device, 

where a process known as Modified EUI-64 inserts the value FFFE in the 

middle of the MAC address and also switches the value of the 

Universal/Local bit. The downside of this, however, is that it can allow 

tracking across devices on different networks, creating privacy issues. One 

potential solution for this issue is the implementation of privacy extensions, 

which generate temporary, randomly changing interface identifiers for out-

bound connections while preserving stable addresses for inbound 

reachability. 

Despite its technical advantages, deployment of IPv6 is fraught with 

hurdles. The principal challenge continues to be the need for dual-stack 

operation during the transition period, as the protocols are not directly 

compatible. Transition mechanisms such as dual stack (the use of both 

protocols simultaneously), tunneling methods (encapsulation of IPv6 

packets within IPv4 packets to traverse IPv4-only networks), and translation 

schemes (converting between protocols at the edges of networks) have been 

widely used. In spite of these issues, IPv6 continues its inevitable growth — 

driven by the accelerating exhaustion of IPv4 address space and by the 

increasing number of content providers, mobile networks, and internet 

service providers implementing native IPv6 connectivity. The two protocols 

also differ when it come to security considerations. IPsec support is 

available for IPv4 but not mandatory; IPv4 security practices rely on 

external devices like firewalls and VPNs. IPsec is natively part of IPv6, but 

in practice, it remains optional. Joint development of IPv6 led to a naturally 

larger address space that made some common attack vectors more difficult, 

such as network scans that were no longer practical with the possibility of 

exhausting enumeration. But transition mechanisms, extension headers, and 

the intricacies of supporting security policy consistency across dual-stack 

domains present new security threats. Quality of service mechanisms are 

included in both protocols, but how they are implemented differs. In IPv4, 

the Type of Service (TOS) field, which was later redefined as the 

Differentiated Services (DiffServ) field, was used to mark packets for 

prioritized treatment. IPv6 retains this ability with its Traffic Class field 

while introducing the Flow Label for potential more advanced handling of a 

sequence of related packets.  
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Notes These enable the networks to offer proper service levels for delay-sensitive 

applications such as voice and video, as well as control bandwidth-intensive 

traffic to avoid packet loss. The Internet Protocol evolves as new network 

needs arise. This directs you to read more than one sentence here, Actual 

discussions about recent mobile environment optimization, integration with 

software-defined networking architectures and cross-fits for IoT. Though 

there have been technical innovations beyond the original vision, the central 

tenets of the original protocol specification—global addressing, best-effort 

delivery, and protocol layering—continue to shape the internet landscape, a 

testament to the prescience of its original engineers. 

In conclusion, the Internet Protocol offers the basic network layer services 

that allow different networks to connect globally. Many years have passed 

since internet protocol versions IPv4 and IPv6 were defined and many of us 

still remember the proliferation of networks connected to the internet based 

on the original TCP/IP stack. While networks will steadily increase in scale 

and complexity, the Internet Protocol may indeed continue to evolve — but 

always with an eye toward the need for backward compatibility and the 

ability to support new network paradigms and applications. 

4.4 Subnetting and Supernetting 

For IPv4, subnetting is the practice of dividing an organization into smaller 

logical networks, while supernetting is the reverse process of aggregating 

routes into a single routing entry. These approaches enable network admins 

to optimize IP address assignment, bolster network efficiency and security, 

and establish multi-layered network designs that mirror organizational 

structures. 

The Basics Explained: IP Addressing Fundamentals 

Before discussing the complexities of subnetting and supernetting, a basic 

understanding of the IP address is a must. IPv4 addresses are 32 bits long, 

usually displayed in a dotted-decimal format of four octets (eight bits) 

separated by periods (e.g., 192.168.1.1). These addresses can be segmented 

by classes which historically described how networks where segmented. 

The first octet of a Class A network is utilized to identify the network while 

the remaining three octets are reserved for host addressing; this arrangement 

allows for 126 networks, each capable of accommodating more than 16 

million hosts. Class B only uses the first two octets for the network id 

allowing over 16,000 networks with as many as 65,534 hosts per network. In 

classification of IP address, class C networks use the first three octets for the 

identifier of the network and there are over 2 million networks but only 254 
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Notes hosts per network. While simple, this classful addressing scheme was 

inflexible for organizations because they needed different amounts of 

addresses. 

What this post is about: Subnetting: Dividing Networks for Efficiency 

Spawned out of the inflexibility of classful addressing, subnetting allows a 

network administrator to split a single network address into multiple little 

networks (or subnets).  

Subnetting is primarily done to overcome wastage of IP addresses, to 

effectively segregate a network, to promote security through isolation of 

networks and to manage networks efficiently. class A address (whereby only 

127 hosts can be connected to a network) can connect up to 16777214 

physical hosts and this can be divided with the stat worte Surface and 

Incorrect Sliding Worksheet alloting a profile to every 8 bits of 

organizational addresss. 

Subnet Mask Manipulation 

The subnet mask plays a crucial role in subnetting. In its simplest form, a 

subnet mask consists of a contiguous sequence of 1s followed by a 

contiguous sequence of 0s. The 1s correspond to the network portion of the 

address, while the 0s correspond to the host portion. For example, a standard 

Class C subnet mask is 255.255.255.0 (or /24 in CIDR notation), indicating 

that the first three octets identify the network, and the last octet identifies 

hosts within that network. When subnetting, additional bits from the host 

portion are converted to network bits, creating a longer subnet mask. For 

example, borrowing two bits from a Class C network's host portion would 

result in a subnet mask of 255.255.255.192 (or /26), creating four subnets 

with 62 hosts each. The number of subnets created equals 2^n, where n is 

the number of bits borrowed, and the number of hosts per subnet equals 2^m 

- 2, where m is the number of remaining host bits (two addresses are 

reserved: one for the network address and one for the broadcast address). 

Subnetting Calculations 

Calculating subnets requires understanding binary arithmetic and the 

relationship between subnet masks and IP addresses. The process typically 

involves determining the number of required subnets and hosts, calculating 

the necessary subnet mask, identifying the network, broadcast, and host 

ranges for each subnet, and assigning these ranges appropriately. For 

instance, to subnet the address 192.168.10.0/24 into four equal subnets, we 

would borrow two bits from the host portion, resulting in a /26 subnet mask. 

This would create the following subnets: 
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Notes 1. 192.168.10.0/26 (host range: 192.168.10.1 to 192.168.10.62, 

broadcast: 192.168.10.63) 

2. 192.168.10.64/26 (host range: 192.168.10.65 to 192.168.10.126, 

broadcast: 192.168.10.127) 

3. 192.168.10.128/26 (host range: 192.168.10.129 to 192.168.10.190, 

broadcast: 192.168.10.191) 

4. 192.168.10.192/26 (host range: 192.168.10.193 to 192.168.10.254, 

broadcast: 192.168.10.255) 

Variable Length Subnet Masks (VLSM) represent an advanced 

subnetting technique that allows for more efficient use of address space 

by creating subnets of different sizes within a single address space. This 

approach is particularly valuable when networks have varying host 

requirements, allowing administrators to allocate address space more 

precisely according to need, rather than creating equally sized subnets 

that might waste addresses. 

 

Supernetting: Aggregating Networks for Scalability 

Supernetting, also known as route aggregation or Classless Inter-Domain 

Routing (CIDR), represents the conceptual opposite of subnetting. While 

subnetting divides a network into smaller segments, supernetting combines 

multiple networks into a single, larger network. This process involves using 

a subnet mask that is shorter than the default mask for the address class, 

effectively borrowing bits from the network portion of the address and 

reassigning them to the host portion. The primary motivations for 

supernetting include simplifying routing tables in Internet backbone routers, 

conserving IP address space, and providing more flexible address allocation 

than the traditional classful addressing system. By aggregating multiple 

Figure 4.2: Subnetting and Suppernetting 
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Notes contiguous network addresses into a single entry, supernetting significantly 

reduces the size of routing tables, improving router performance and 

scalability. 

CIDR Notation and Route Aggregation 

CIDR notation, expressed as a network address followed by a forward slash 

and a number (e.g., 192.168.0.0/22), indicates the number of bits used for 

the network portion of the address. The smaller this number, the larger the 

resulting network. For example, 192.168.0.0/22 represents a supernet that 

includes the following four Class C networks: 192.168.0.0/24, 

192.168.1.0/24, 192.168.2.0/24, and 192.168.3.0/24. For supernetting to 

work effectively, the networks being aggregated must be contiguous and 

align on appropriate bit boundaries. This requirement means that the number 

of networks being aggregated must be a power of 2, and the first network's 

address must be divisible by the number of networks being combined. 

Supernetting Calculations 

Calculating supernets involves identifying contiguous networks that can be 

aggregated, determining the common network prefix, and expressing the 

aggregated network in CIDR notation. The process requires understanding 

binary representations of IP addresses and subnet masks. For instance, to 

supernet the networks 192.168.4.0/24, 192.168.5.0/24, 192.168.6.0/24, and 

192.168.7.0/24, we first convert these to binary and identify the common 

bits. The result is the supernet 192.168.4.0/22, which encompasses all four 

original networks. Supernetting has played a crucial role in extending the 

lifespan of IPv4 addressing by allowing for more efficient address allocation 

and routing. Instead of assigning entire Class A, B, or C networks to 

organizations regardless of their actual needs, Internet registries can now 

allocate more appropriately sized address blocks, reducing waste. 

Practical Applications and Challenges 

Subnetting and supernetting are commonly used in the design and 

management of networks. Subnetting is a common practice for network 

administrators to form logical networks that mirror organizational structures, 

security protocols or geographical distribution. Likewise, ISPs and 

Regional Internet Registries use supernetting for effective address space 

utilization and routing table management. But those techniques come with 

challenges as well. Subnetting involves precise planning to allocate 

sufficient addresses without wasting resources; miscalculating subnet sizes 

can result in inadequate addresses for hosts or excessive network 

complexity. Using supernetting requires cooperation among network 



  
  

152 
 

MATS Centre for Distance and Online Education, MATS University 

 

Notes administrators and service providers to keep proper route aggregation, and is 

not always done consistently, which may lead to routing inefficiencies or 

problems with connectivity. As the usage of dual-stack networks, which 

support both IPv4 and IPv6, has become more common, so has the need to 

understand these addressing techniques. Even though IPv6's substantially 

larger address space (128 bits versus IPv4's 32 bits) addresses some of the 

scarcity issues that drove the creation of subnet and supernet, many of the 

principles of efficient address allocation and hierarchical network design 

will continue to be valid. 

Subnetting: Going Beyond (Advanced) 

Apart from the basics of subnetting, there are a few advanced subnetting 

aspects that are shaping subnetting techniques in modern day networks. The 

number of subnets versus the number of hosts per subnet is one such 

tradeoff. Borrowing each bit from the host portion provides more subnets 

but at the cost of fewer hosts per subnet. These factors must be carefully 

balanced by network administrators based on current requirements and 

possible future expansion. The other thing is the increase in broadcast 

domain on subnetting. Each subnet is its own broadcast domain, which 

keeps broadcast traffic in the subnet rather than forwarded to the rest of the 

network. By spreading data out across the network, it addresses identifyable 

network congestion, but also makes communication between subnets have 

to traverse through routers that may contribute to additional latencies and 

points of failure. So internal networks maintained a hardware buffer that 

allowed them to utilize private IP addressing (RFC 1918) combined with 

subnetting. For the sake of Internal IP addresses, organizations could use any 

INTRANET Address ranges such as 10.0.0.0/8, 172.16.0.0/12 and 

192.168.0.0/16 as the company would IP address them, without fear of using 

the same IP address globally, since they would rely on NAT (Network 

Address Translation) for external IP addresses. 

Supernetting: Strategic Implications 

These conclusions have deep consequences for routing and governance of 

the Internet. By supporting hierarchical address allocation, it provides a 

more scalable routing infrastructure where routers on the Internet backbone 

do not have to maintain a route to every network, but instead to an aggregate 

of networks. This hierarchy usually imitates the structure of ISPs, as big 

blocks are assigned to regional providers which then carve them up for 

smaller ISPs or end customers. However, this hierarchical model can pose 

certain difficulties for organizations using multi-home (the method by 
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Notes which an organization connects to two or more independent Internet Service 

Providers (ISP) to secure redundancy). There, therefore, may be some routes 

in the organization's address space that do not aggregate, as this area of a 

route cannot possibly be aggregated on the way to that ISP, if no paths 

through it are common to more than one ISP. To counter these issues, 

techniques including Autonomous System Path Prepending and BGP 

Communities have emerged to better control these scenarios. With the 

exhaustion of available IPv4 address space, supernetting techniques have 

become more complex; address blocks are now broken down into smaller 

and smaller allocations. Although this mechanism enhances the life span of 

IPv4 addressing, it also causes routing table sizes and complexities to grow, 

underlining the need for IPv6 deployment sooner rather than later. 

Specialized Implementations of Subnets 

There are different specialized implementations of subnets for different 

lines of services. One method of connection is the point-to-point subnet, 

which uses a /30 or /31 (depending on the routing protocol capabilities) 

subnet mask for links between routers. These subnets only need two 

addresses — one for each router interface — and avoid wasting addresses 

when there's no demand for further hosts on the link. There is also a type of 

specialized implementation called anycast subnet, which involves assigning 

the same IP address to multiple systems (usually servers that offer the same 

services). Through the use of routing protocols that forward to the nearest 

instance based on hop count, or metrics like latency, we achieve load 

distribution and fault tolerance. Multicast subnetting uses different growth 

patterns to meet the needs of group communication. Professional 

Interpretation: The addresses in the range of 224.0.0.0 to 239.255.255.255 

are reserved for multicast, with particular subnets ranging from local 

network discovery to worldwide multimedia distribution. 

The Evolution of How We Address One Another 

Limitations of conventional networks led to the development of more 

sophisticated routing and domain names, both of which are intrinsic to IP 

addressing methods. Early networking utilized classful addressing, with a 

clear delineation between Class A, B, and C networks. However, it wasn't 

until CIDR (Classless Inter-Domain Routing) was introduced in 1993 that 

the way networking was done shifted more and more towards flexible 

addressing with the ability to provide both subnetting and supernetting. With 

further advancements like Variable Length Subnet Masks (VLSM) and route 

summarization coming into play, these techniques were honed to enable 
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However, private addressing and NAT have prolonged IPv4's life by 

enabling multiple devices to share a single public IP address. Among the 

more recent innovations are IPv6 address allocation strategies, which 

preserve the hierarchical assignment draw, but apply it to orders of 

magnitude larger address space. The standard approach to subnetting an 

IPv6 network is to assign a /64 prefix per subnet, allowing for a virtually 

unlimited number of host addresses per subnet with a far greater number of 

subnets still allowed. 

You need to focus on Subnetting and Network Security 

Among these derived strategies, subnetting is an important network security 

strategy. Dividing the network into shorter segments for redundancy allows 

administrators to use security controls at the subnet boundary, further 

compartmentalizing network service, and limiting the blast radius of 

security incidents. Also called defense in depth, this approach establishes 

layers of protection, not a single perimeter defense. Your design should be 

more focused on security with associated subnets for segregated resources. 

For instance, a demilitarized zone (DMZ) subnet could house public-facing 

servers, isolated from internal subnets that contain sensitive data. In much 

the same way, Internet of Things (IoT) devices may be kept on separate 

subnets to only be allowed to communicate with specific servers, limiting 

any potential exposure from security vulnerabilities. Apply access control 

lists (ACLs) at the boundary of each subnet to restrict communication, 

giving fine-grained control over which subnets can communicate with 

which, giving you an advantage to apply least-privilege principles. For 

example, a subnet with financial systems might be set to permit traffic to 

and from only authorized administrative subnets but refuse connections from 

standard user subnets. More advanced security implementations may also 

have “honey pot” subnets set up to tempt and trap potential attackers as well 

as quarantine subnets for isolating infected devices so they can be brought 

back under control. In this sense, these advanced implementations of subnet 

routing exemplify how subnet addressing techniques help to accomplish 

larger security goals. 

4.5 ARP, RARP, ICMP and IGMP 

The technical aspect of what we call the 'internet' is a system of protocols 

that is layered and utilized to enable network functionality. Such protocols 

include Address Resolution Protocol (ARP), Reverse Address Resolution 

Protocol (RARP), Internet Control Message Protocol (ICMP), and Internet 
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network discovery, diagnostics, error reporting, and multicast group 

management. These protocols are integral to comprehending the basic 

mechanisms that allow devices to communicate efficiently over intricate 

network setups. 

The Address Resolution Protocol (ARP) 

The Address Resolution Protocol (ARP) is an important layer between the 

Internet Protocol (IP) logical addressing and the data link layer physical 

addressing. In many types of network setups—especially Ethernet 

networks—devices use Media Access Control (MAC) addresses—unique 

48-bit identifiers that are assigned to network interface controllers—to 

communicate directly with one another. IP addresses are used mostly for 

routing and higher-level network operations. ARP handles this mismatch 

through a dynamic association of an IP address with its corresponding MAC 

address, allowing for communication between devices on the network 

segment. 

ARP Operational Mechanisms 

ARP is very simple: request-response type. When computer/device needs to 

send to another computer/device in the same subnet, it first checks its own 

ARP cache (which can be thought as temporary storage of recently resolved 

addresses mapping). In the case when mapping is not required, the device 

sends an ARP request by broadcasting a packet to all the devices present on 

the network. For the most part, this packet is basically saying, “Who has 

this IP address? The computer with that IP address responds with its MAC 

address so that direct communication can occur. The first few fields of the 

ARP packet data include Hardware Type (indicating the type of network: it 

will be Ethernet), Protocol Type (will be IPv4, with a value of 0x0800), 

Hardware Address Length (for example, MAC addresses are 6 bytes), 

Protocol Address Length (IPv4 addresses are 4 bytes), Operation Code (the 

type of message, request/reply), Sender Hardware Address (the MAC 

address of the sender), Sender Protocol Address (an IPv4 address), Target 

Hardware Address (to be filled in for the reply) and Target Protocol Address. 

Such structure facilitates the operation regardless of the type of networks. 

When a mappingfrom IP address to MAC address is obtained, it is placed in 

the ARP cache for some period of time, seconds at the most, to avoid 

sending ARP requests for repeat requests for textdestinations (remembering 

that Ethernet is a single link, a link. Such caching mechanism greatly 
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risk (as will be discussed later). 

Different Variations and Implementations of ARP 

There are some interesting behaviour of standard ARP implementations. [3] 

Gratuitous ARP refers to when a device sends an ARP announcement in 

response to no request — usually when its IP address or MAC address is 

modified. This unsolicited announcement refreshes the ARP caches of all 

devices on the network, keeping them connected. This protocol allows a 

router or some other network device respond to ARP packets for a device 

on a different network segment. This ability allows devices that cannot 

directly communicate to relay messages to each other, but can also 

complicate the diagnosis of the network by hiding the true topology of the 

network. 

ARP did make useful adaptations to technologies beyond Ethernet. An 

example of this is in ATM networks, where Address Resolution Protocol 

servers store mappings between IP addresses and ATM virtual circuit 

identifiers. Likewise, in IPv6, the Neighbor Discovery Protocol (NDP) 

functions analogous to ARP, but with improved security features and 

coupling with ICMPv6. 

ARP Security Considerations 

ARP plays a fundamental role in the process; however, due to the absence 

of authentication mechanisms, ARP is very susceptible to various kinds of 

security attacks. ARP spoofing / ARP poisoning (as the threat is called) is 

when a bad actor sends forged ARP messages to associate their MAC 

address with the IP address of a victim. This man-in-the-middle attack can 

allow eavesdropping, data theft, or hijacking of connections. Static ARP 

entries for critical systems are one of the defensive mechanisms against 

ARP-based attacks, as they avoid the risk of introducing malicious ARP 

mappings by disallowing dynamic updates to certain records. Managed 

switches can help by enforcing ARP inspection features that check ARP 

packets against known trusted information sources to deter malicious traffic. 

More encompassing solutions are encrypted tunnels like SSH tuns and other 

VPNs that protect the traffic from interception, even if the ARP mappings 

are capture. 

Reverse Address Resolution Protocol (RARP) 

To combat this need, Reverse Address Resolution Protocol (RARP) was 

developed. This protocol was especially useful in the case of diskless 
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configuration information. 

RARP Operational Mechanisms 

RARP uses a client-server model with a volume of requests for an IP address 

by a device that does not know its IP address, in which it broadcasts RARP 

with its MAC address. The specific IP address is provided in response from 

a RARP server on the network and allows the device to set up its network 

stack accordingly. Unlike ARP, which is decentralized and requires no 

central authority, RARP depends on dedicated servers that store mappings 

of MAC addresses and the corresponding IP addresses. 

As RARP is predominantly a variant of ARP, the packet structure of RARP 

closely resembles that of an ARP packet, with the same fields but used in a 

different manner. The type of RARP request and reply are referenced by the 

operation code, and the sender and target address fields are filled in such a 

way as to note the reverse nature of the protocol. 

The Limitations and Successors of RARP 

RARP was limited by design, which would eventually cause it to not be 

used. Its use of broadcast communication limited it to a single network 

segment (broadcasts do not cross routers). RARP also returned only the IP 

address information, without the subnet mask, the default gateway and 

several important other configuration parameters essential for a fully 

functional network. These constraints drove the evolution of more 

comprehensive device configuration protocols. RARP was extended by the 

Bootstrap Protocol (BOOTP) to provide more configuration parameters and 

to work across routed networks. DHCP, developed from BOOTP, 

incorporated these features with automatic address assignment, lease 

management, and extensive possibilities of configuration. DHCP has 

deprecated RARP for modern networks, as DHCP allows for dynamic host 

configuration. However, the concept of resolving logical addresses from 

physical addresses still has application, even if the protocol is no longer 

utilized in general networking use; one instance are network booting 

scenarios, such as with diskless workstations, and also in limited IIoT 

deployment. 

Allows for diagnostics of network   connectivity. 

Internet Control Message Protocol (ICMP) is an essential management and 

diagnostic protocol of the Internet Protocol suite. ICMP is distinct from 

protocols used for data transport, as it serves a critical role in network 
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to function correctly. 

ICMP Operational Framework 

The Internet Control Message Protocol normally is viewed as part of the 

Internet Protocol suite, specifically at the Internet layer (comparable to the 

network layer per OSI model). Unlike TCP or UDP, ICMP messages do not 

contain transport layer headers and are encapsulated directly within IP 

packets. By encapsulating this way, ICMP can offer feedback about the 

operation of the IP layer itself and report on conditions that have a direct 

influence on packet delivery. The ICMP header starts with a type and code 

fields that identify the purpose of the message. You will have type field 

which defines the general type of message (what to do with the packet, e.g., 

destination unreachable, echo request, etc) and the code field which gives 

more specific information regarding the type field (e.g., destination network 

unreachable, fragmentation needed and cannot be performed, etc). Other 

fields include a checksum for detection of errors and some varying 

message-specific data. 

Types of Messages and their Functions of ICMP 

ICMP messages come in two forms at a high level, error messages and 

informational messages. Err messaging reports problems experienced with 

packet delivery, destination unreachable, time exceed conditions assigned, or 

parameter problems These messages generally contain the IP header plus the 

first eight bytes of the original packet that caused the error, enabling the 

sender to associate the error with a specific transmission. Informational 

messages auxiliary network diagnostics and management. The most 

common types of informational messages are Echo Request and Echo Reply 

(types 8 and 0), which is used by the ubiquitous "ping" utility to test 

connectivity between hosts. Other informational message types are: Router 

Advertisement and Router Solicitation (types 9 and 10), which help hosts 

find routers on their link, and Timestamp Request and Reply (types 13 and 

14), for measuring round-trip time with more precision than Echo messages. 

The error reporting functions provided by ICMP are utilized by protocols 

such as TCP, which make decisions based on feedback it receives from the 

underlying network. When a router is unable to forward a packet because it's 

larger than the Maximum Transmission Unit (MTU) of the next network 

segment, it will send an ICMP "Fragmentation Needed" message (Type 3, 

Code 4) back to the sender, letting it know the largest size packet it can send 

over that segment. This method of optimization is called Path MTU 
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communication path. 

ICMP Applications and Utilities 

Many common network utilities rely on ICMP for diagnostic capabilities. 

As discussed in the next paragraph, the ping utility sends Echo Request 

messages and listens for Echo Reply responses to measure round trip time 

and packet loss to determine basic connectivity. By tracing the path, a router 

sends ICMP Time Exceeded messages back to the initiator at each stage, a 

common operation is performed by the traceroute utility (tracert on 

Windows systems). It also supports the pathping utility, which collects 

statistics for packet loss at each hop so you can help isolate the issue on 

complex networks by taking advantage of both ping and traceroute. Equally, 

the MTR (My Traceroute) utility provides continuous path quality 

monitoring with statistics updated in real time when network conditions 

change. Apart from these utilities, ICMP contributes significantly to the 

reliability of network operations in other ways, particularly via features like 

ICMP Redirect (Type 5), enabling routers to notify hosts of better routes to 

specific destinations. That improves its ability to route through complex 

environments where hosts would otherwise use the suboptimal path at first. 

ICMP Security Considerations 

This value of ICMP as a diagnostic tool also presents a vector for malicious 

activity. Some interactions using Echo Request messages on broadcast 

addresses were used for amplification stressors "Smurf Attack," where a 

single request could generate multiple responses to the target net. The vast 

majority of modern networks filter broadcast ICMP messages to mitigate 

such attacks. Using ICMP as for covert communication channels, more 

sophisticated attacks have the ability to smuggle the data into fields that are 

not strictly validated. These methods, which fall within the broader category 

of covert channels, can also help avoid detection from firewalls or network 

monitoring systems that do not inspect ICMP traffic in depth, enabling 

unauthorized data exfiltration. Defense techniques include filtering of all the 

ICMP messages selectively, especially at network limitations. Many 

organizations block incoming Echo Requests to most effectively prevent 

external scanning, while allowing other ICMP types necessary for network 

functionality, like Destination Unreachable messages. ICMP is used for 

ping, but more sophisticated rate-limiting can allow for pings while avoiding 

floods. 
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With the adoption of IPv6, the most recent version of ICMP is referred to as 

ICMPv6, which includes parts and enhances features of ICMP, IGMP, and 

ARP for the new protocol. ICMPv6 retains the now familiar error reporting 

and diagnostic capabilities but adds new functions like Neighbor Discovery 

(in place of ARP), Multicast Listener Discovery (in place of IGMP), and 

Duplicate Address Detection. ICMPv6 is even more important in the context 

of a IPv6 network than is ICMP in a IPv4 network. ICMPv6 integrates 

functionality that was served by separate protocols in the IPv4 suite, and 

thus, as for IPv4, is critical for providing the essential functions required for 

the network to operate. While this integration simplifies the protocol stack, 

and can result in increased performance by eliminating the need for yet 

another IP header, it also means that excessive filtering of ICMPv6 messages 

is to be avoided since network functionality rests on ICMPv6 messages that 

the documentation does not always make clear, thus security policies must 

be more cautious. 

Internet Group Management Protocol (IGMP) 

IGMP (Internet Group Management Protocol) manages the dynamic 

membership of hosts into the multicast groups allowing a single data 

transmission from the sender to be received by a number of different 

receivers. IGMP plays a key role in optimizing network bandwidth by 

managing group memberships, allowing for applications as diverse as video 

streaming and network management. 

IGMP Operational Mechanisms 

IGMP runs on top of the Internet protocol (layer 3 of the TCP/IP model, or 

layer 2 of the OSI model) to allow hosts to join and leave multicast groups. 

The multicast group is defined by Class D IP address (224.0.0.0 to 

239.255.255.255), and can be regarded as a group of interested receivers for 

a data stream. Instead of sending independent copies of data to each 

receiver, a sender sends a single stream to the multicast address and the 

network infrastructure copies the stream only as necessary to make it 

available to all members of the group. IGMP messages allow the hosts to 

communicate with the multicast routers. In order for a host to join a 

multicast group, it sends an IGMP Membership Report to the group 

address. To learn whether they have at least one interested member for each 

group on an upstream in the mesh, multicast routers periodically flood 

Membership Query messages to their attached networks. Membership 

Reports are sent by hosts to these questions for their serving groups thus 
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the protocol has progressed through. The original IGMPv1, defined in RFC 

1112, only included rudimentary joining functionality and no explicit leave 

message, leading to continued packet forwarding until timeout values 

expired. The IGMP version 2 (RFC 2236) improved on this with the 

addition of a Leave Group message, allowing hosts to explicitly announce 

their intention to leave a group, and thus speeding up response time and 

bandwidth usage. IGMPv3 (RFC 3376) introduced source filtering, allowing 

a host to not only specify a group membership but to include or exclude 

specific sources within a group. 

IGMP Snooping And Multicast Optimization 

In a switched network, this traffic becomes challenging, since switches 

simply flood the multicast frame to each port, because switches cannot 

resolve multicast MAC addresses the way a host uses ARP. This can result 

in flood of requests and possible degradation. IGMP snooping provides a 

solution to this problem by enabling switches to inspect IGMP messages 

passing through them. If a switch keeps track of Membership Reports and 

Leave Group messages, it can construct a table that lists the ports where 

there are interested receivers for each multicast group. This allows the 

switch to forward multicast traffic only out of the ports that have interested 

receivers, thereby minimizing unnecessary network traffic. Higher-level 

optimizations are IGMP proxying, where an edge device can aggregate 

IGMP messages from multiple downstream hosts to cut down on control 

traffic on the upstream side. Likewise, IGMP fast-leave processing allows a 

segment's last member leaving a group to stop forwarding multicast packets 

immediately, instead of waiting for timeout periods. 

Multicast Routing and IGMP 

Local network segments use IGMP to manage group membership, whereas 

multicast routing protocols control the delivery of multicast traffic 

traversing routed networks. Protocols like PIM, DVMRP, and MOSPF 

create distribution trees that shorten the route from sources to receivers and 

reduce duplicate traffic. IGMP is used by these routing protocols to know 

where receivers are. IGMP in concert with multicast routing protocols 

forms a complete system to deliver multicast traffic across complex network 

topologies while adjusting to dynamic changes in membership and network 

topology. 
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There are a various features that network admins must address to help 

mitigate IGMP security considerations. When not properly controlled, any 

host can join a multicast group, possibly gaining access to protected 

information or consuming more than its share of the available bandwidth. 

Likewise, Attackers could create a large volume of IGMP Membership 

Reports for multiple groups, prompting Routers to retain a massive amount 

of state information, leading to resource exhaustion. Defensive features such 

as IGMP filtering, which uses policy about which multicast groups hosts are 

allowed to join, must also be enforced. IGMP message rate limiting prevents 

flood attacks, while IGMP authentication mechanisms (though they are not 

standardized in IGMP itself) can also be implemented at upper layers to 

prevent unauthorized users from accessing protected multicast streams. In 

better-controlled environments, IGMP snooping along with a feature called 

port security on switches can offer higher-level protection, as they can 

restrict multicast traffic ingress on a per-port basis regardless of the IGMP 

messages seen. 

IGMP in IPv6 

MLD protocol used in IPv6 to achieve  similar functionality as IGMP 

within the scope of ICMPv6. MLDv1 is analogous to IGMPv2, while 

MLDv2 is similar to IGMPv3 in that it also adds source filtering 

capabilities. MLD is, conceptually, the IPv6 version of IGMP, replacing all 

IGMP[44] packet formats and operation models adapted to IPv6 addressing 

and header formats. 

The Relationships between Protocols and Networks 

Although ARP, RARP, ICMP, and IGMP are all made for different purposes, 

they work as supplementary materials of the Internet Protocol suite. Their 

interactions enable key network functions and are vital to the reliability, 

efficiency, and capabilities of the modern networks. ARP allows for IP to 

function in real networks by mapping the logical addressing scheme of IP to 

the physical addressing scheme. From this, it can be seen that without this 

mapping ability, IP-based communication would be infeasible in many 

network conditions. In the same way, RARP (and its descendants) reverse-

mapped addresses at device initialization, adding to the plug-and-play user 

experience we enjoy today. IEH ICMP is a Management and Control 

channel above IP and its purpose is to give essential feedback about the IP 

network. This feedback allows him to adapt the behavior of higher-level 

protocols, and also provides diagnostic capability necessary for network 
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traceroute shows ICMP as an integral part of network operations. IGMP in 

the larger scheme of things — While IP provides for communication 

between a single peer and another system (unicast), IGMP further extends 

the capabilities by enabling point-to-multipoint (group) communication 

through IP. This becomes especially critical with the rise of multimedia 

applications or collaborative tools that produce transportation patterns that 

would swamp uni-cast based approaches. However, in combination, these 

protocols provide a complete networking discovery, configuration, 

correction and optimization system. Although higher-level protocols, such as 

TCP, UDP and application layer protocols, get a lot of attention from end-

users in these layers, the functionality of these underlying protocols provides 

the means for all higher-level communication. 

Current Issues and Solutions 

Understanding these fundamental protocols evolves as the networks evolve 

along with changing challenges, followed by necessary adaptations. A 

number of important trends affect their current use and future evolution. 

And security concerns have changed, in major ways, how this protocol is 

deployed and managed. Assumptions about trust built into the original 

protocols, which were designed for smaller, more homogeneous networks, 

become problematic in today’s hostile network environment. As a result, 

mechanisms such as secure neighbor discovery, IGMP authentication, and 

strict ICMP filtering have now become an integral part of network security 

strategies. As networks become bigger and more complex, optimization is 

required due to scalability requirements. Proxy ARP, IGMP snooping, and 

clever ICMP rate limiting help keep things running in high-density installs. 

Likewise, hierarchical addressing and routing constructs are what enable the 

most efficient operation of backbone networks transporting millions of 

connected devices. While most of the core protocols will not change 

significantly, the evolution to IPv6 is by far the most significant one, as it 

requires all of them to adapt to a new addressing architecture and new 

header formats. With a broad eye on conceptual continuity, the IPv6 

variants take essentials learned from decades of IPv4 operation, including 

eliminating inherent security weaknesses, and adding architectural 

improvements for improved scalability. However, virtualization and 

software-defined networking add more layers of complexity, as physical 

infrastructures are replaced by logical constructs that could traverse multiple 

physical domains. New solutions for the implementation and management 
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handling and multicast domains that cross wiring closets. Up until this point, 

I’ve highlighted some of the core tenets of how data gets moved around 

within the local link and why these are such important but less understood 

protocols; however, in the face of these challenges and adaptations, the 

principles that are captured via ARP, RARP, ICMP, and IGMP remain at the 

heart of network operation. The logical-physical page mapping, the 

alternatives for network control and error reporting, and the extent of 

collective communication remain fundamental properties of how networks 

operate for the most part (while the participants of the implementation 

vary). 

Towards the Future and Novel Technologies 

Here are a few future trends that point toward potential of these near-term 

protocols. The Internet of Things (IoT): How many bits does it take to 

address, configure, and manage billions of devices? These challenge may 

give rise to simplified protocols and leaner versions of them to function 

efficiently on restricted devices and periodic connectivity. Tomorrow, AI & 

ML applications will analyze various protocol behaviors to detect anomalies 

and improve performance. The use of ICMP patterns, ARP table population, 

and IGMP group participations are already being incorporated into these 

systems with increased accuracy, allowing for more predictive network 

management and security responses. Quantum networking is still highly 

theoretical, but may require entirely new methods for addressing and control 

of networks in the future. Its unique properties (for example, the no-cloning 

theorem) would have a significant effect on protocols like IGMP that depend 

on replication of data. As networks evolve further, these key protocols will 

most likely continue to adapt and provide their integral services while 

leveraging new features and tackling new challenges. Their longevity is a 

testament to the soundness of their underlying designs, and their ability to 

evolve in the face of changing needs. In a nutshell, ARP, RARP, ICMP and 

IGMP are vital to the functionality of the Internet Protocol suite, allowing 

for everything from address resolution to error reporting and much more. 

Despite this evolution and adaptation to changes in the threat landscape and 

new technological advancements, their core function in securing these 

infrastructures remains equally important today as it was years ago. This 

knowledge unveils the intricate workings behind seemingly straightforward 

network operations, illustrating the complex interplay of protocols that 

facilitate worldwide connectivity.. 



 

165 
 

MATS Centre for Distance and Online Education, MATS University 

 

Notes Multiple Choice Questions (MCQs) 

1. Which of the following is a primary function of the Network 

Layer? 

a) Error detection 

b) Routing 

c) Flow control 

d) Encryption 

2. Which routing algorithm uses the shortest path first (SPF) 

approach? 

a) Distance Vector 

b) Link State 

c) Flooding 

d) ALOHA 

3. Which of the following is NOT a difference between IPv4 and 

IPv6? 

a) Address length 

b) Packet size 

c) Header complexity 

d) Protocol type 

4. Which protocol is used to resolve an IP address to a MAC 

address? 

a) ICMP 

b) ARP 

c) IGMP 

d) RARP 

5. Which protocol helps a computer obtain its own IP address from 

a MAC address? 

a) ARP 

b) RARP 

c) IGMP 

d) ICMP 

6. What is the primary purpose of subnetting? 

a) Increase the number of available IP addresses 

b) Reduce network congestion 

c) Reduce the number of subnets in a network 

d) Increase the size of a broadcast domain 

7. Which of the following is a key advantage of IPv6 over IPv4? 

a) Shorter address format 
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c) More available addresses 

d) Uses 32-bit addressing 

8. Which protocol is responsible for sending error and control 

messages in IP networks? 

a) ICMP 

b) IGMP 

c) RARP 

d) HTTP 

9. What is the maximum number of bits in an IPv6 address? 

a) 32 

b) 64 

c) 128 

d) 256 

10. Which routing protocol continuously updates the network 

topology to find the best path? 

a) Static Routing 

b) Distance Vector 

c) Link State 

d) RARP 

Short Answer Questions 

1. What are the main functions of the Network Layer? 

2. Define routing and explain its importance in networking. 

3. Compare static routing and dynamic routing. 

4. Explain Distance Vector Routing and Link State Routing with 

examples. 

5. What is IPv4 fragmentation, and why is it needed? 

6. Describe the difference between IPv4 and IPv6 in terms of 

addressing. 

7. What is subnetting, and why is it used? 

8. Explain the purpose of ARP (Address Resolution Protocol). 

9. What is ICMP, and how does it help in network communication? 

10. What is IGMP, and how does it support multicast communication? 

Long Answer Questions 

1. Explain the functions of the Network Layer in detail. 

2. Discuss routing and compare static vs. dynamic routing. 

3. Explain Distance Vector Routing and Link State Routing with 

advantages and disadvantages. 
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features. 

5. Explain IP fragmentation and reassembly, including how it works. 

6. Describe subnetting and supernetting with examples. 

7. Discuss the role of ARP and RARP in network communication. 

8. Explain how ICMP is used for error reporting and troubleshooting 

(e.g., ping, traceroute). 

9. Discuss the importance of IGMP in multicast communication. 

10. Describe the impact of IPv6 on modern networking and its 

advantages over IPv4. 
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TRANSPORT LAYER AND APPLICATION LAYER 

 

LEARNING OUTCOMES 

By the end of this Module, students will be able to: 

 

1. Understand the functions and responsibilities of the Transport Layer. 

2. Differentiate between reliable (TCP) and unreliable (UDP) transport 

protocols. 

3. Explain TCP connection establishment (3-way handshake) and 

termination. 

4. Understand flow control and error control mechanisms in TCP. 

5. Learn about the Application Layer and the client-server model. 

6. Explore common application layer protocols (HTTP, FTP, SMTP, 

DNS, DHCP, Telnet, SSH). 

7. Understand network security concepts related to these layers.  
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5.1 Functions of the Transport Layer 

The TCP/IP protocol suite consists of application, transport, network, link, 

and physical layers, with the transport layer being the key to bridging the 

gap between the application layer and the network layer, providing end-to-

end communication for applications. It provides the foundation for how 

devices communicate with each other over different types of networks, 

guiding information to its correct and efficient destination. But in this layer, 

network communication complexities are hidden from applications, enabling 

developers to work on application logic rather than on data transmission 

intricacies. The transport layer serves two main functions: addressing and 

multiplexing. The transport layer allows multiple applications running on a 

single host to communicate simultaneously over the network through the use 

of port numbers. The transport layer at the destination computer looks for 

the port number in the packet header and delivers the data to the 

corresponding application. By allowing multiple connections to share the 

same communication channel, multiplexing provides efficient use of 

network resources and ensures data is directed to the appropriate 

application. Although process-to-process delivery is yet another important 

role of the transport layer. The network layer transports packets between 

computers on a network connected to the internet by sending them to 

respective IP addresses, but the transport layer enhances that by 

communicating specific processes or applications in the hosts connected to 

the internet. Port numbers do this, which uniquely identify each app or 

service, and allow direct data transport between processes on different 

machines. In fact, connection management is a vital transport layer function 

— especially relevant in connection-oriented protocols like TCP. The 

transport layer establishes, maintains, and terminates connections between 

the applications communicating with each other. Handshake: During the 

connection establishment, the transport layer negotiates the parameters like 

maximum segment size, window size and sequence numbers.  

It monitors the state of the communication throughout the life of the 

connection and upgrades it when the data transfer is finished and gracefully 

closes it, ensuring that resources are properly released. Flow control is a key 

mechanism implemented at the transport layer to ensure a sender does not 

overwhelm a receiver with data that the receiver cannot process in a timely 

manner. Flow control is a mechanism that allows a sender to adjust the rate 
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Notes of data transmission dynamically according to the receiver's current 

processing capacity, preventing slower receivers from being overwhelmed 

with an excess of data. This is usually done with windowing mechanisms, 

where the receiver indicates how much data it can handle, and the sender 

can control the rate at which it sends in order to avoid filling the receiver's 

buffers. While flow control prevents the sender from overwhelming the 

receiver, congestion control prevents the sender from overwhelming the 

network. The transport layer observes the state of the network and changes 

the transmission rate so that the network does not become overloaded by 

excessive traffic. When congestion is detected via packet loss or increased 

delays, protocols such as TCP utilize algorithms (e.g., slow start, congestion 

avoidance, and fast recovery) to throttle back delivery rates and enable the 

network to recover. By adapting to the current network state, this method 

ensures the stability and efficiency of the network, even when it encounters 

heavy traffic. 

Transport layer provides error detection and correction mechanisms. 

Transport layer has methods like checksum, cyclic redundancy check 

(CRC) that help to detect data corruption in transit. In response to detecting 

errors, it can request retransmission of the affected segments, allowing 

applications to receive accurate and complete data. This error management 

ability is essential in situations where the underlying network infrastructure 

can be unreliable or error-prone. Segmentation allows the transport layer to 

break larger data streams into smaller packets for easier transmission and 

later reassembly. An application sends data, typically a large message The 

transport layer takes this message and splits it into smaller packets suitable 

for sending over the network. Every section also gets a sequence number 

(seq no) to be able to identify the order in which it was part of the original 

message. At the other end, these segments are rearranged in the correct order 

(if needed) and combined to form the original message which is eventually 

presented to the application. This allows for effective use of the network and 

caters to networks with differing MTU (maximum transmission unit) sizes. 

TCP Dijkstra implemented reliability mechanisms in the transport layer to 

guarantee the success of data delivery. Such systems involve 

acknowledgment, where the receiver acknowledges data received, allowing 

the sender to track which segments have been successfully sent. In the 

absence of receipt of such acknowledgment within a specific time-frame, 

the sender assumes that the particular segment was lost and retransmits it. 

Timeouts and retransmission algorithms also work to address the problem of 
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eventually, despite challenging circumstances in the network. Quality of 

Service (QoS) management is gaining in importance as an additional new 

function of the transport layer in modern networks. Bandwidth, delay, and 

jitter requirements differ per application. Based on these requirements, the 

transport layer is able to prioritize the traffic, providing ideal treatment to 

speed-sensitive applications such as video conferencing over less sensitive 

tasks like email. Such differentiated service helps to increase the usability 

and allows efficient usage of network resources based upon the application 

requirements. Transport layer interposes itself between the applications and 

underlying network infrastructure by offering all these functions. It hides the 

details of network communication from the applications and provides for 

efficient, reliable, and secure transfer of such messages. The transport layer 

can provide connection-oriented services for reliable transmission or 

connectionless services for faster transport, allowing adaptation to various 

application needs and network conditions. 

5.2 | Transport Layer — The Reliable and The Unreliable (TCP, UDP) 

That is why Computer Networks utilize the two main transport protocols, 

TCP and UDP, both created to transfer datagrams, but taking different 

approaches for data delivery. TCP and UDP are two protocols that represent 

opposite ends of the reliability spectrum; UDP has low overhead but 

guarantees little, whereas TCP provides extensive reliability guarantees at a 

cost. Knowing different features, pros, and cons of these protocols helps to 

choose the right transport mechanism according to various networking 

scenarios. TCP is the most common protocol used for this purpose; it 

operates at the transport layer, and on modern networks ensures ordered, 

error-free delivery via its connection-oriented approach. TCP has a 

connection establishment phase which is done with a three-way handshake 

in which a SYN message is sent by sender (and ACK) and then a SYN-

ACK (acknowledgment) is sent by the receiver. The establishment of a 

connection involves the creation of a virtual circuit between the two 

communicating parties, which helps to set the stage for the data that follows 

and ensures that both endpoints are ready to transmit and receive 

information. TCP owes its reliability to its complex mechanisms of 

acknowledgment and retransmission. The sender waits for an 

acknowledgement from the receiver after sending a TCP segment, and starts 

a timer. If this acknowledgment is not received before the timer runs out, 

the sender assumes that the segment was lost and retransmits it. Its positive 
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Notes acknowledgment with retransmission (PAR) system assures that no data 

gets dropped during transmission despite transmission networks with a high 

package loss ratio. Note that the TCP protocol numbered every byte in the 

data stream using sequence numbers, which follow from segment to 

segment, and the receiver detects missing or duplicate segments and requests 

to retransmit them. 

Flow control is another important reliability feature in TCP that protects a 

slow receiver from a fast sender. The TCP sliding window protocol 

dynamically regulates the amount of unacknowledged data merely allowed 

to be in transit. The receiver sends back acknowledgment messages that 

describe how much buffer space it has available, and the sender adjusts its 

transmission rate accordingly. This allows receivers to consume data 

according to their capacity, avoiding flooding with unmanageable amounts 

of information and therefore avoiding buffer overflows and subsequent data 

loss. Congestion control is an ancillary feature of TCP that is concerned 

with network-level limits rather than receiver-level limits. TCP is a widely 

used protocol that adapts its rate using indicators of network condition such 

as packet loss and round-trip time. TCP controls flow through the 

mechanism of determining the congestion by using the operations in slow 

start, congestion avoidance, fast retransmit, and fast recovery phases. When 

conditions start to get better, it slowly pushes the rate of transmission up 

again, consistently adapting to the dynamics of the network to never 

overstress the infrastructure behind it. The in-order delivery of data is 

another aspect of TCP reliability guarantees. In a TCP transmission, each 

byte is assigned a sequence number, which allows the receiver to reorder 

pieces of the transmission that arrive out of sequence as a result of the 

sender's network routing variations. The receiver buffers out-of-order 

segments and only hands bytes to the application when all prior bytes have 

been processed. This method does provide the application with data in the 

same order it was sent but can introduce latency if segments were lost or 

delayed, as the remaining data must be held until the segments are 

recovered. However, TCP GU's reliability features are comprehensive, they 

also present some weaknesses that are not suitable for all applications. And 

the processes to establish and maintain connections add latency that time 

sensitive applications cannot afford. Protocol overhead (headers, 

acknowledgments, control messages) uses up bandwidth which otherwise 

would be used to transmit data. TCP also suffers from head-of-line blocking, 

if a segment is lost, all subsequent sent and eventually received segments 
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Notes will have to be held, blocking delivery of all bytes after it until the lost 

segment is retransmitted; this causes high latency in some networks. Due to 

these limitations, alternative transport protocols for specific use cases have 

been developed and adopted. 

Unlike TCP's heavy-handed mechanism, UDP is lightweight, supplies a 

service for connectionless transport, and has no guarantee for delivery. UDP 

does not establish a connection before sending data: it just sends datagrams 

to the destination with no setup up or context set up beforehand. Being 

connectionless, UDP avoids the overhead of establishing and breaking 

connections, which makes it ideal for use in any system where you prefer 

speed over reliability, such as real-time voice and video streaming, online 

gaming, and DNS lookups. For data integrity, UDP keeps its mechanism 

simple by using a basic checksum to check for data corruption in transit. 

UDP, unlike TCP, does not correct errors; it also will not request 

retransmissions when corruption has been detected; it simply drops the 

affected datagrams. This is an application-layer error handling mechanism 

that allows all developers to implement their own recovery mechanisms 

based on their own use case. While this simplistic approach does limit 

UDP's reliability guarantees, it greatly minimizes protocol overhead and 

processing requirements. UDP further sets itself apart by omitting flow 

control and congestion control mechanisms, which TCP provides. UDP 

gushes datagrams as fast as the sender pushes them out, regardless of 

whether the receiver can process them or the link propogates them. This 

feature makes UDP potentially very painful in congested networks, where it 

does not modify its transmission rate based on packet loss or delay. It also 

allows applications to do what works best for them, so specialized 

applications can implement control algorithms intended for their specific use 

case, and, as a result, can work better than TCP's generic algorithm. 

Using UDP, there are no guarantees about ordering When using UDP, the 

delivery of datagrams to the destination is unordered. Each datagram is 

considered a stand-alone entity, and the order of sending one does not 

guarantee the same order of receiving. If ordered delivery is required, 

applications must implement their own sequencing mechanisms. This 

makes application-level complexity, but removes the head-of-line blocking 

issues caused by TCP, as datagrams can be processed immediately when 

reached even if previous datagrams have not been received yet. The 

performance benefits of UDP can make it well suited for real-time 

applications, where it is more important to deliver packets in a timely 
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Notes manner than to provide perfect reliability. A very popular theory behind the 

transport layer protocols uses User Datagram Protocol (UDP) for voice over 

IP (VoIP), and video and live streaming services, as these applications can 

accept some packet loss though not any delays caused by the retransmission 

mechanisms designed for TCP. In these contexts, discarding a packet and 

continuing with new data often result in a better user experience than 

waiting for a retransmit, because human perception of minor gaps in audio 

or video can be compensated for, but sensitivity to latency and jitter is acute. 

The low-latency characteristics of UDP also make it beneficial for online 

gaming. Multiplayer games communicate a lot of state between roughly all 

the clients and servers which could be a very large amount of state in a small 

time if we want the games to be responsive. The occasional failure of a 

game state update causes minor visual glitches that are quickly corrected by 

later updates, so the speed advantage of UDP is more valuable than the 

perfect reliability of TCP. It is common practice among game developers to 

build application-level reliability layers over UDP to ensure critical game 

events are delivered reliably while maintaining the low latency necessary for 

an engaging player experience. As a case in point, Domain Name System 

(DNS) queries are connectionless transactions that benefit from the 

efficiency of UDP. DNS lookups are small self-contained requests that 

expect small responses. TCP is not suitable for such short-lived exchanges 

because of the overhead involved in connection establishment and 

termination. DNS queries can be processed with low latency and low 

overhead using UDP, resulting in better network performance. This 

complementarity between protocols is evident, for example, in how DNS 

implementations revert to TCP if responses are greater than UDP's effective 

size limits or if reliability takes priority over speed. UDP is commonly used 

in IoT (Internet of Things) devices that have resource constraints in terms of 

computation and power. This feature is beneficial to embedded systems, 

which are sensitive to the processing requirements and overhead associated 

with communications — and efficiently designed to utilize limited resources 

of processing, memory, and network bandwidth. By contrast, many IoT 

applications are based on simple readings from sensors or control 

commands, which could then be sent on a connectionless basis in a datagram 

format (as there is no need for TCP connection state management overhead 

and resource requirements). This efficiency is especially critical in large-

scale IoT deployments where thousands of devices need to communicate 

over resource-constrained networks. Hybrid approaches can be implemented 
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upon their requirements. For instance, real-time media streaming 

applications would typically rely on UDP for actual media data and TCP for 

control messages and metadata exchange. That allows using low-latency 

UDP for time-sensitive content, while reliable delivery is ensured for 

control information. Analogous, custom application protocols can use 

selective reliability over UDP, retransmitting only the most valuable 

datagrams, whilst low-priority data can be dropped if necessary, getting the 

best of both worlds between reliability and performance. The Datagram 

Congestion Control Protocol (DCCP) and Stream Control Transmission 

Protocol (SCTP) are transport-layer technologies that incorporate some of 

both TCP and UDP capabilities. DCCP offers TCP-like congestion control 

with all of the message-oriented, unreliable service properties of the UDP 

model, thus being suitable for applications that benefit from congestion 

awareness but can afford occasional packet loss. SCTP is reliable like TCP 

but has message framing along with multi-streaming capabilities that enable 

independent streams in an open connection to prevent head-of-line blocking. 

Such protocols represent continued efforts to be more nuanced in service 

models that surpass traditional transport limitations. 

QUIC (Quick UDP Internet Connections) is a new transport protocol that 

runs on top of UDP and therefore provides TCP-like guarantees while 

further improving performance characteristics. QUIC is designed by Google 

and standardized by the IETF, and it provides connection establishment, 

reliability, and congestion control as application functionality while running 

over a UDP transport layer. This allows for connection migration between 

networks, lower connection  establishment latency by combining 

cryptographic / transport handshakes as well as no head-of-line blocking 

since streams can be handled independently of each other. As a result, 

QUIC's increasing popularity, especially among modern web browsers and 

servers, is evidence of transport protocol evolution keeping pace with 

contemporary application needs. 

TCP requires reliability while UDP is suitable for real time applications 

such as video streaming or voice over IP applications. TCP's reliability 

guarantees are a benefit in cases where applications cannot tolerate data loss 

or corruption, such as file transfers, email, and web browsing. By contrast, 

applications for which timeliness is more important than perfect reliability 

— such as real-time media streaming, online gaming and simple query-

response transactions — are often better served by UDP. Over time, we 
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Notes have seen multiple, more sophisticated and advanced applications that 

leverage both of them for different dimensions of their interactions with 

their users, which makes switching even easier while improving runtime 

performance. Introduction One of the most significant factors that affect per-

formance of TCP and UDP is network conditions. For many applications, 

the performance differences between the protocols may be insignificant in 

high quality networks with low packet loss and constant latency. But in 

difficult environments where the loss rate is high, and latency is variable or 

bandwidth is limited those differences become apparent. TCP's reliability 

mechanisms guarantee successful data delivery, but in less-than-ideal 

conditions, it can incur significant delays compared to UDP, which, on the 

other hand, ensures relatively consistent and low latency but with possible 

data loss. The design behind these trade-offs is important to understand 

when deciding which transport protocol is right for the situation at hand. 

Transport layer security considerations are much more different for TCP 

than for UDP. Transport Layer Security (TLS) has traditionally been 

designed to run atop TCP, securing and authenticating communication 

channels for applications like web browsers, email clients, and VPN 

services. When it comes to securing UDP-based applications, it has always 

proven difficult, and implementations or algorithms were developed that 

handle security at the transport level, like the Datagram Transport Layer 

Security (DTLS). As privacy and data protection issues persist in networked 

applications, the security implications of protocol choice have taken center 

stage. But the use of TCP and UDP on the internet has fluctuated since its 

first inception. Although TCP has historically comprised the majority of 

internet traffic with the pervasiveness of web browsing, email, and file 

transfers, the rise of UDP has emerged, largely driven by streaming media, 

realtime communications, and online gaming. The evolution of HTTP/3, 

which rides on top of QUIC running over UDP, quickens the trend even 

further by pushing web traffic, traditionally TCP's overnight tour, over this a 

UDP backed transport. This evolution illustrates how the internet is still 

adapting to be better suited to both new application needs and user 

expectations, and transport protocol selection is a key part of that 

adaptation. 

As network technologies continue evolving, it may become less clear when 

reliable transport is or is not essential. Newer protocols combine elements 

from both approaches, providing adjustable reliability levels that can be 

customized for the needs of each application. Software-defined networking 
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intelligently at the network level, so that some of the pluralities and 

differences between TCP and UDP performance either will not need to be, 

or can be worked around at a level below the two end hosts. These advances 

promise a future where transport reliability is a spectrum rather than a binary 

choice, giving developers more finely tuned levers to tweak application 

performance across a range of network conditions and environments. The 

core trade-off between reliability and efficiency stays at the core of 

transport protocol distinction TCP provides extensive security mechanisms 

to ensure the integrity of data. Because simpler is faster UDP provides no 

delivery guarantees except for reorders. While neither protocol is inherently 

better than the other, each provides specific benefits in certain situations. 

Recognizing the attributes of both reliable and unreliable transport 

mechanisms, together with their respective pros and cons, helps network 

architects and application developers make their best choices to balance the 

performance, resource usage, and user experience within their specific use-

cases. 

5.3 TCP Connection Establishment and Termination Flow and Error 

Control 

TCP (Transmission Control Protocol) is one of the underlying protocols for 

modern networking that provides reliable, connection-oriented 

communication between devices over the Internet. TCP, in contrast to UDP, 

guarantees the robustness and ordered transmission of data by way of 

complex processes starting from a carefully choreographed connection 

initiation process all the way to a structured ending process. These 

processes, along with extensive flow and error control methods, establish 

TCP as the protocol of choice for applications that need reliable data 

transmission. 

The Three-Way Handshake: TCP Connection establishment 

The process of establishing a TCP connection — the three-way handshake 

— is a ballet of synchronized packets exchanged between two devices that 

negotiate and establish the parameters of their communication. The at the 

client end, sending the initial sequence number (ISN) to the server from 

which it is requesting for the service, the process then continues until both 

client and the server exchanges a acknowledgment for their respective ISNs. 

Step 1: SYN (Synchronize) 

The handshake starts when the client sends a TCP segment with the SYN 

(synchronize) flag equal to 1. This first packet will have the client's initial 
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Notes sequence number (ISN), which is usually just a random value that serves as 

the offset of the bytes sent from client to server. They are in a random order 

and this randomization provides an important security functionality in that it 

makes it difficult for attackers to guess the sequence number. The Client 

then enters the SYN-SENT state waiting for the response from the server. 

This initial message basically says, "I want to talk to you, and I am going to 

start the number of bytes I send with sequence number x. 

Step 2: SYN-ACK (Synchronize-Acknowledge) 

When server receives the SYN packet from the client, it responds with a 

segment where SYN =1 and ACK=1. To achieve this, this same packet 

serves a secondary purpose of responding to the client's ISN by specifying 

in the acknowledgment number the client's ISN + 1 (ISN+1), signaling to 

the client that the server is awaiting a sequence number of this value, the 

next byte of data sent from the client. Meanwhile, the server also includes 

its own initial sequence number into the sequence number field. The server 

then moves to the SYN-RECEIVED state, where it is waiting for the final 

acknowledgment from the client. This second message is effectively: “I 

received your request to connect, your data will begin with number x+1 and 

I’ll start counting my bytes from number y.." 

Step 3: ACK (Acknowledge) 

Finally, the client acknowledges the server's ISN by sending a segment with 

the ACK flag set to 1 and its acknowledgment number set to server's ISN+1. 

This acknowledgment indicates the client has noted the initial sequence 

number provided by the server and is prepared to initiate data transfer. 

Finally, when the last ACK is sent, the client finally enters the 

ESTABLISHED state. Upon receipt of this acknowledgment, the server also 

enters the ESTABLISHED state, and the connection is fully established. 

Third, it sends: "I know that you are ready to talk, and that you are 

beginning at sequence number y; I expect your data to start at sequence 

number y + 1." 

Through this three-way handshake, both parties can agree on the initial 

sequence numbers for data transfer in both directions, establish window 

sizes for flow control, and optionally negotiate other TCP options, including 

maximum segment size (MSS), selective acknowledgments (SACK), 

window scaling, and timestamp options. 

How four-way handshake in TCP terminates a connection 

Unlike connection establishment, the TCP connection termination process 

generally consists of a four-way handshake, which allows either side of the 
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guarantees that in-flight data will be delivered before freeing the connection 

resources. 

Step 1: FIN of Active Closer 

The termination process starts when one of the parties, named the active 

closer, decides to terminate the connection. This party issues a tcp segment 

setting the FIN (finish) flag to 1, which means it does not have any more 

data to send. Despite the active closer being in the FIN-WAIT-1 state, it is 

still able to receive data from the other party. This initial termination 

message basically says, “I am done sending you data; I can still receive 

your data.”  

Step 2: ACK coming from Passive Closer 

On receiving the FIN, the other side (the passive closer) acknowledges it by 

sending an ACK segment. The passive closer goes to the CLOSE-WAIT 

state, indicating it agrees that the active closer wants to close, but it may 

have data left to send. At this point, the connection is half-closed meaning 

that data can only pass from the passive closer to the active closer. Once 

this ACK is received by the active closer, it enters the FIN-WAIT-2 state. 

This second termination message says: "I understand that you would like to 

stop receiving data, but I might still have something to send you." 

Researchers Are Training Out of LE from a Passive Closer. 

After sending all its remaining data, the passive closer flushes its FIN packet 

to indicate it has also finished sending. The passive closer will move to the 

LAST-ACK state and wait for the last acknowledgment from the active 

closer. The third termination message reads: “I have now also finished 

sending all my data. 

Step 4: ACK from Active Closer 

The active closer, after receiving the FIN from the passive closer, sends one 

last ACK to acknowledge receipt of the FIN packet. Now the active closer 

enters time-wait state and the passive closer sends the final ack and then it 

closes. The active closer will stay in TIME-WAIT for a duration typically 

equal to twice the maximum segment lifetime (2MSL) to make sure that the 

last ACK was received (if not, the passive closer would resend its FIN and 

the active closer would reacknowledge it). The active closer also waits for 

its peer's CLOSE_WAIT to go away, then it ultimately closes the 

connection. This closure message basically conveys the idea: "I can see that 

you have also completed sending all of your data, so now we can finally 

close the connection completely." 



  
  

180 
 

MATS Centre for Distance and Online Education, MATS University 

 

Notes This handshake breaks the connections in a four-part process to guarantee 

that both sides complete their data transmission and acknowledge packets 

before freeing up the connection. 

 

TCP Flow Control 

In TCP (two-way communication transport layer protocol) flow control 

represents an important mechanism which is used to make sure a fast sender 

is not pushing data on slow receiver faster than it can bleed it. It is applied in 

the transport layer and deals with controlling the amount of data being sent 

between particular endpoints. 

The Sliding Window Mechanism 

The basic element of TCP flow control is the sliding window, which is a 

dynamic mechanism that determines the flow of unacknowledged data the 

sender is allowed to send before requiring an acknowledgment. Individual 

TCP headers include a 16-bit window size field (which could be scaled via 

the window scale option) that advertises to the sender how many bytes of 

data the receiver is currently willing to accept. 

However the mechanism of this sliding window changes over the life of the 

connection: 

Each acknowledgment sent by the receiver advertises its receive window 

(rwnd). 

1. The sender determines the usable window as an effective window 

that is the minimum of the network's congestion window (cwnd, 

explained in congestion control) and the receiver's advertised 

window. 

2. The amount of unacknowledged data in flight at any point in time 

for the sender can be up to this usable window. 

Figure 5.1: TCP Header 
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forward, permitting the transmission of new segments. 

This mechanism evolves significantly in response to variable conditions. 

Receiver in Control If receiver gets overwhelmed and causes the buffer 

space to decrease, it should also reduce its advertised window. In extreme 

situations a receiver may report a zero window size, effectively telling the 

sender to stop sending altogether until buffer space opens up again. To 

avoid deadlock in zero window conditions, TCP uses a persistence timer 

that periodically probes the receiver to see if the window has opened. 

Window Updates &The Silly Window Syndrom 

This is a potential inefficiency with window-based flow control, in which 

receivers advertise small increases in size, so small segments are sent in 

which the amount of data is small in relation to its header overhead. This 

phenomenon, dubbed the Silly Window Syndrome, can severely impair the 

performance of a network. 

TCP uses some techniques to mitigate this problem: 

1. Clark's Solution (receiver-side): The receiver waits to send 

window updates until (a) its buffer has been drained to at least half 

full (or (b) a full-sized segment fits in its buffer. 

2. Nagle's Algorithm (sender-side): The sender collects small 

amounts of data and sends them rather than a lot of small segments. 

It will send a segment only if it has received a full segment’s worth 

of data or if it has received an acknowledgment for all data 

previously sent. 

3. Delayed Acks: the receiver can delay sending an ack for a short 

time (usually 500ms) in the hope of piggybacking it on outbound 

data segments, or to acknowledge several inbound segments in one 

ACK. 

All these mechanisms combine to ensure responsiveness, while minimizing 

unnecessary overhead. 

TCP Error Control 

Error control is the process of ensuring reliable, in-order delivery of packets 

that leaves the TCP receiver free from dealing with out-of-order packets, 

drops, or corrupted data. Error control in TCP is done in many related ways: 

Checksum Verification 

While the TCP header includes a 16 bit checksum field which is computed 

over the TCP header, the TCP payload and a pseudo-header that includes the 

source and destination IP addresses and protocol details. The destination re-
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away, being considered corrupted—retransmission mechanisms are then 

invoked. Whereas a 16-bit TCP checksum provides adequate protection 

against random bit inversions, it is not as strong as modern error detection 

codes. Nonetheless, its computational simplicity and the fact that it is 

supplemented by additional checksums at other layers (for example, IP 

checksums and sometimes application-layer checksums) render it a 

pragmatic decision. 

The concept of sequence numbers and acknowledgments 

Transmission Control Protocol — TCP assigns each byte of transmission a 

unique sequence number. The sequence numbers that were initialized 

during the three-way handshake allow the receiver to: 

1. Demand missing segments: When segments are missing, it shows 

loss in the sequence space. 

2. Elimination of duplicates: Sequence numbers already received can 

discard duplicate segments. 

3. Reorder segments: out-of-order segments can be buffered until the 

intervening segments arrive. 

TCP acknowledgments are cumulative, meaning that an ACK with 

acknowledgment number n means that all bytes up to but not including byte 

n have been received successfully. With this design decision, recovering 

from lost ACKs is simpler — the later ACK implicitly absorbs the earlier 

ones. 

Selective Acknowledgment (SACK) 

When many segments are lost from a  single window of data, regular 

cumulative ACKs are not effective. The Selective Acknowledgment (SACK) 

option, specified in RFC 2018, allows the receiver to acknowledge ranges of 

bytes that have been received; as a result, the sender can retransmit only 

those segments that are missing, rather than all segments starting from the 

first loss. A receiver with SACK support shall include SACK blocks in its 

acknowledgment, which indicate the first and last sequence numbers of 

contiguous data blocks received beyond the point indicated by the 

cumulative acknowledgment. This is particularly beneficial in cases where 

the environment has a large packet loss or reordering. 

Retransmission Strategies 

TCP uses various strategies to decide when to retransmit unacknowledged 

data: E.g. Timeout-Based Retransmission: TCP holds retransmission 

timeout (RTO) according to the estimated round-trip time (RTT) with its 
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Notes imbalance. If no acknowledgment is received within this timeout period, the 

segment gets retransmitted. Algorithms such as the Jacobson's algorithm are 

used to dynamically change the value of RTO, considering not only the 

smoothed rat, but also its deviation to compensate for a network variability. 

Fast Retransmit: TCP can also detect segment loss without waiting for a 

timeout. As per TCP, TCP typically differentiates between the Duplicate 

ACK and ACK received from the receiver. If a receiver gets an out-of-order 

segment, it immediately sends a duplicate ACK for the last in-order 

segment received. If the sender gets three same ACKs for one sequence 

number then it assumes that the next expected segment is lost and 

retransmit it without waiting for the timeout. This greatly speeds up loss 

segment recovery. FACK and rate-halving: More advanced TCP 

implementations utilize complex algorithms in which sending behavior is 

adjusted to track more accurately the amount of data outstanding and to 

optimize throughput during recovery while preserving fairness with other 

competing flows. 

Retransmission Ambiguity Problem 

The problem of TCPs error control is to determine whether the cumulative 

acknowledgment which arrives after a retransmission was the result of the 

original transmission or the retransmission. Such uncertainty makes it 

tricky to measure RTT accurately. The TCP Karn Algorithm (one of the two 

methods that TCP implementations can use) helps this situation by ignoring 

RTT samples gleaned from acknowledges associated with retransmitted 

segments when updating the retransmission timeout (RTO), but the TCP 

Timestamps option (RFC 7323, which was the first RFC published about 

TCP Mulliners) provides an even better solution by allowing a timestamp to 

be "pushed" in each segment, where that same timestamp can be used 

(echoed) in the acknowledgment back, allowing the sender to uniquely 

associate acknowledgments with actual transmissions. Due to these 

mechanisms, TCP delivers extraordinarily reliable data over inherently 

unreliable networks, making TCP the backbone of most vital Internet 

applications. 
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Notes Unit 10: Application Layer Protocols and Network 

Security 

5.4 Application Layer: Client-Server Model, Common Application 

Protocols, Network Security 

The application layer is a layer at the top of the network protocol stack, 

which provides the interface between network applications and the 

underlying communication services. These services include data exchange, 

resource access, and different forms of communication over networks, 

which directly support the end-user. Its protocols underpin everything from 

web browsing and email to domain name resolution and secure remote 

access, providing the linchpins for our everyday digital experiences. 

The Client-Server Model 

Client-server is one of the most basic application-layer design in 

networking that defines how most network applications structures their 

communication. This model methodically splits the computing tasks 

between two genres of entities: clients, which request services, and servers, 

which serve those requests. 

Basic Principles 

In a typical  client-server architecture, the roles are very clearly defined: 

A server is a computer program or a specialized computer designed for 

processing requests and delivering data to other computers over a network. 

They typically: 

• Loop endlessly, waiting for client requests 

• Control shared resources like files, databases or web content 

• Frequently work for multiple clients at once 

•  Access controls and authentication mechanism 

• Can delegate specialized tasks to other servers 

Clients are the computers or processes which need the service from the 

server. They typically: 

e) Initial communication with the servers 

• Last user interfaces for interaction with services 

•  Receive and display data from servers 

•  Keep statefulness to a minimum between requests 

• Can connect with Multiple servers for various services 

This asymmetric relationship produces a division of labor, making the 

underlying system scalable, secure and a resource-efficient. Hosting 

resources and services on dedicated servers allows organizations to 

centrally control access, maintain consistency, and optimize hardware usage. 
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Notes Communication Flow 

A typical client-server interaction is a request-response: 

The client will then send this request to the correct server over some 

transport protocol (typically TCP or UDP). 

The request is received by the server and interpreted. 

• The server carries out the requested action — querying the 

database, retrieving files, computing something, or anything specific 

to the service. 

• The server then creates a response that consists of the results or 

status information. 

• The response is sent back to the client from the server. 

• The client would then process and display the response to the user, 

or use it for further operations. 

• This may occur many times in a single client session, each request-

response being a transaction. 

Variations and Advancements 

Although the original client-server model is still widely used, various 

adaptations and extensions have been developed over time to serve specific 

purposes: 

1. Multi-tier Architecture: Many systems use multi-tier architecture 

rather than simple two-tier architecture which usually separates 

presentation layer, application layer and data layer into different 

layers with dedicated server. 

2. Peer-to-Peer( P2P): Certain applications use a hybrid approach 

where every participating instance acts as both the client and server, 

asking peers to provide or requesting a service. This model increases 

scalability and resilience through distributed rather than centralized 

resources. 

3. Microservices: More modern architectures break down traditional 

monolithic server applications into constellations of specialized 

microservices, with each service performing a narrowly defined 

function and potentially running on separate infrastructure. 

4. Cloud based Services: Modern implementations often run server 

components in clouds making use of virtualization, containerization 

and orchestration to ensure flexibility, scalability and fault 

tolerance. 

5. 1 Introduction: It is of great importance to understand that no 

matter how much they evolve, the basic client-server model remains 
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Notes relevant, and continues to serve as the foundation for designing 

network applications that can separate the clients from servers in 

their roles in terms of computation. 

Common Application Protocols 

Data at the application layer can be spread across various protocols that 

serve different purposes of network service. These protocols establish the 

guidelines and standards for the interaction between clients and servers, 

detailing message structures, command sequencing, and anticipated actions. 

The next two sections cover the most common application protocols, which 

serve as the building blocks of contemporary Internet services. 

The Hypertext Transfer Protocol (HTTP) 

HTTP is the foundation of the World Wide Web, it is used to retrieve and 

display web pages, as well as countless other operations out in the web. 

HTTP — which was devised as a stateless protocol for the retrieval of 

documents — has since become a workhorse upon which complex web 

applications and services are built. 

HTTP Basics 

HTTP is a request-response protocol where clients (usually web browsers) 

send requests to web servers for resources, and the servers return 

appropriate resources in response. Key characteristics include: 

Usage port: HTTP normally operates on TCP port 80 and HTTPS (HTTP 

Secure) on port 443. 

Request and Response Message Structure: 

• A start line that specifies the message type and some common 

parameters 

•  Metadata key-value pairs in headers 

• An optional message body with the actual content 

HTTP defines a few methods (sometimes called "verbs") that represent the 

action(s) to be taken: 

• GET: Read a resource without side effect 

• POST: Used to submit data to be processed, usually resulting in the 

creation of resources 

•  PUT: Put a resource completely 

• PATCH: Partially update a resource 

• DELETE: Corresponding to the resource removal 

•  HEAD: Get headers without the resource body 

• OPTIONS: Explore what methods are available and what resources 

are available 
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Notes Status Codes: The responses come with three-digit status codes introduced 

in the first digit category: 

• 1xx: Informational (request received, continue process) 

• 2xx: Success (request has been successfully received, understood, 

and accepted) 

• 3xx: Redirection (additional action is required to complete the 

request) 

• 4xx: Client Error (request has bad syntax or cannot be matched with 

a service) 

• 5xx: Server Error (server does not fulfill a valid request) 

HTTP Evolution 

Since its inception, HTTP has evolved a great deal: 

1. HTTP/1.0 (1996): Introduced the ability to specify HTTP methods 

and headers, but each request-response pair required a new 

connection. 

2. HTTP/1.1 (1997): Introduced persistent connections, pipelining, 

chunked transfers, and caching controls, greatly enhancing 

efficiency. 

3. HTTP/2 (2015): Brought binary framing multiplexing header 

compression and server push capabilities to the table and it made a 

huge difference in performance, especially on complex pages. 

4. HTTP/3 (2022): Reimplemented over QUIC, a UDP-based 

transport protocol, eliminating head-of-line blocking and providing 

better performance on unreliable networks. 

HTTPS (HTTP Secure) 

HTTPS wraps HTTP communications inside TLS/SSL encryption to 

achieve: 

• Website visited is as claimed 

•  Eavesdropping Protection 

• Integrity of data in transit 

• Tampering and man-in-the-middle attack resistant 

Browser security warnings, search engine ranking carrots, and free 

certificate authorities like Let's Encrypt have helped promote the 

widespread adoption of HTTPS. 

FTP (File Transfer Protocol) 

FTP was one of the initial application protocols developed for file transfer 

between clients and servers. FTP retains relevance for many applications, 
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Notes but has been deprecated or replaced by more secure methods for most 

applications. 

FTP Architecture 

FTP operates on a distinct two-channel structure: 

1. To communicate, we need two channels of communication: a 

Control channel (using TCP port 21), which is responsible for all 

commands and responses, and a Data channel (which is defined by 

another negotiated TCP port). This is a persistent channel that stays 

for the duration of the FTP session. 

2. Data Channel: Created for every file transfer, normally on TCP port 

20 in active mode or a dynamically allocated port in passive mode. 

3. That means that commands and files can be transferred separately, 

so things like browsing the directory structure on the host can be 

done without any files being copied across. 

Operating Modes 

Two main connection modes are supported by FTP: 

1. Active mode: The client opens a dynamic port for listening, and the 

server connects back to that port. This method can experience issues 

with NAT devices and firewalls. 

2. In passive mode, the server only opens control connection (via 

FTP) and waits. It is the client who establishes data connection also, 

thus having many firewall issues solved. As a result, this has led to 

passive mode becoming the most popular way to connect. 

FTP Commands and Responses 

FTP uses ASCII-based commands in the client to server communication, 

such as: 

• USER/PASS: Account authentication credentials 

• PWD/CWD: Change maneuvers in working directory 

• LIST: Directory listing 

• RETR/STOR: Retrieving and storing files 

• QUIT: Session termination 

When the server returns a response, it includes a three-digit code in which 

the first digit gives one of three possible values: 

• 1xx: Continue with positive preliminary response 

• 2xx: Success response 

• 3xx: Positive intermediate response 

• 4xx: Temporary Negative Completion Response 

• 5xx: Permanent negative completion response 
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Notes Security Considerations 

Standard FTP sends commands, responses, and data in clear text, making 

serious security holes: 

• Credentials can get intercepted 

• All data transfers can be intercepted 

• No native integrity verification 

These limitations have spawned secure alternatives: 

• FTPS (FTP Secure): SSL or TLS-based encryption on top 

of FTP 

• SFTP (SSH File Transfer Protocol): This isn't really FTP, 

but a file transfer protocol that leverages SSH protocol 

• SCP (Secure Copy Protocol)Another file transfer method 

based on SSH 

However, for modern use cases that involve secure transfers of files, these 

secured file transfer standards have almost completely replaced traditional 

FTP. 

SMTP (Simple Mail Transfer Protocol) 

SMTP protocol forms the backbone of email delivery systems which 

determine how email messages are transmitted between servers and from 

mail clients to outgoing mail servers. SMTP, as one of the oldest 

application protocols on the Internet, has kept its place as an important 

building block in the infrastructures of communication today. 

SMTP Operation 

SMTP is a text-based, push-based protocol: 

Server Role: The SMTP servers listen on TCP port 25 (or 587 for 

submission from clients). 

Message Flow: 

• The sender connects to the receiver's SMTP server using TCP. 

• Once the connection is established, client and server communicate 

using SMTP commands and responses. 

• The sending and receiving addresses are defined by the client. 

• client sends the message body 

• The message is accepted for delivery by the server (or forwarded to 

a closer server) to the final destination. 

• Commands: SMTP utilizes several text commands: 

• HELO/EHLO: Tells Mail where the mail is coming from 

• MAIL FROM: Sets the sending email address 

• RCPT TO: Indicate the address(es) where we are sending this 
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Notes • DATA: Indicates start of message payload 

• QUIT: Terminate the session 

Responses: Servers respond with 3-digit codes like in FTP: 

• 2xx: Command accepted 

• 3xx: Command accepted, but need more info 

• 4xx: Temporary failure 

• 5xx: Permanent failure 

SMTP Extensions 

Many extensions have built on this original SMTP protocol in modern 

email systems: 

1. ESMTP (Extended SMTP) An extension of SMTP that allows for 

the negotiation of new capabilities in the initial EHLO command. 

2. SMTP AUTH: Prevent relaying without authentication 

mechanisms. 

3. STARTTLS: Allows to encrypt the SMTP session using TLS. 

4. SIZE — enables servers to specify maximum limits on 

impermissibly large messages. 

5. 8BITMIME: Allows sending of 8-bit data unencoded. 

6. DSN (Delivery Status Notification) : Standardized delivery receipts 

Email System Architecture 

SMTP is part of a broader email ecosystem: 

MUA (Mail User Agent) — Is the email clients, which is direct user-

interface. 

MTA (Mail Transfer Agent): The component which transfers email 

between servers, usually over port 25. 

• Mail Delivery Agent (MDA): Used to deliver e-mail to recipient 

mailboxes 

• SMTP is used for transferring messages between servers, while 

other protocols are responsible for mailbox access: 

• POP3 (Post Office Protocol): Downloads messages from servers 

to clients 

•  IMAP (Internet Message Access Protocol): Allows more 

advanced mailbox management with server-based storage 

Email Security Enhancements 

Modern email systems add multiple layers of security over SMTP: 

• SPF (Sender Policy Framework): Sender Validation 

• DKIM (DomainKeys Identified Mail): Implements message 

cryptographic signing 
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Notes • Digital Message Authentication: Set policies for handling 

authentication failures 

• MTA-STS (SMTP MTA Strict Transport Security): 

Requires TLS for the delivery of mail 

They provide further protection against email spoofing, phishing, and 

eavesdropping, while also being backward-compatible with the core SMTP 

infrastructure. 

DNS (Domain Name System) 

The Domain Name System (DNS) is thus one of the most critical 

components of network infrastructure, binding easily recognized domain 

names to numerical IP addresses used by routers to deliver data packets to 

destination nodes. More than just an address resolution service DNS is also a 

global, hierarchical database with custom record types for different network 

services. 

DNS Architecture 

DNS uses a hierarchical, distributed architecture that’s designed for 

scalability and resiliency: 

Hierarchical Namespace: The DNS namespace is an inverted tree with: 

•  Root domain (single dot) 

• Top-level domains (TLDs) such as . com,.org,. net 

• Subdomain names (e.g., example. com) 

• Subdomains (e.g., mail. example. com) 

Distributed Authority: Different administrative entities control different 

parts of the namespace: 

• Root zone is managed by root servers 

• Registry operators operate top level domains 

• Organizations have their own domains 

• This delegation prevents one dominant authority over the whole 

network 

Server Types: 

• Authoritative servers: Correctly answer queries for their zones 

• Recursive resolvers: Resolve multiple authoritative servers to 

answer client requests 

• Cache resolvers: Retain past results for more efficient lookups 

DNS Resolution Process 

• A standard DNS query works in a series of steps: 

• A client application wants to resolve a domain name to an IP 

address. 
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Notes • The query is then sent to the client-defined DNS resolver for that 

client. 

• If it has already cached the answer from a previous query, it 

responds immediately. 

Otherwise, the resolver initiates a Recursive resolution process: 

• It then queries a root server to discover the authoritative servers for 

the TLD. 

• It asks the TLD server for authoritative servers for the second-level 

domain. 

• It asks the authoritative server for the domain for the needed record. 

The answer returned to the client Answer returned to client and cached for 

same query. 

This is normally a tens or hundreds of milliseconds process, although 

results can be cached at different levels to increase speed. 

DNS Record Types 

There are several different record types supported by DNS for various 

purposes: 

Address Records: 

• A: Maps a domain to an IPv4 address 

• AAAA: Maps a domain to IPv6 address 

• Name Server Records: 

• NS: Delegates a DNS zone to one or more authoritative servers 

• Mail Exchange Records: 

• MX: Defines email servers for a domain along with their priorities 

Service Records: 

o SRV: Specifies the location of services (e.g., SIP, XMPP) 

Text Records: 

•  TXT: Holds free text (verification, configuration etc.) 

Canonical Name Records: 

• CNAME: Links one domain to another 

• Pointer Records: 

•  PTR: Associate IP addresses with domain names (inverse DNS) 

Domain Name System Security Extensions (DNSSEC) 

DNSSEC plugs deep-rooted security holes in DNS by adding cryptographic 

signatures to DNS records that allow: 

• Data origin authentication 

• Data integrity verification 

• Authenticated nonexistence 
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Notes The Domain Name System Security Extensions (DNSSEC), by signing the 

DNS data, forms a chain of trust that while moving in the direction from the 

top of the domain hierarchy (the root zone) to the bottom, and reducing the 

risk of attacks such as cache poisoning. Over the years, a gradual 

deployment of DNSSEC  due to its implementation complexity and 

operational challenges. 

DNS over Encrypted Transports 

Standard DNS queries are sent in cleartext, potentially exposing privacy 

issues. This is why several protocols have emerged to address this: 

• DNS over TLS (DoT): Encrypts DNS Queries over a dedicated TLS 

connection (port 853). 

• DNS over HTTPS (DoH): Hides DNS queries inside of an HTTPS frame, 

mixing them in with normal web traffic (port 443) 

• DNS over QUIC (DoQ): takes advantage of QUIC's transport benefits for 

DNS inquiries 

Variants encrypted for these types of privacy come with operational 

complexities and potential policy hurdles. 

Dynamic Host Configuration Protocol (DHCP) 

DHCP is a protocol used to automatically assign IP network configurations 

such as IP address, subnet mask and default router to clients, greatly 

reducing the administrative overhead in managing IP addresses, as DHCP 

handles the process of address assignment and lease renewal for you. This 

protocol is used as a critical part of home networks and enterprise networks 

that dynamically allocates IP addresses and shares IP configuration 

information. 

DHCP Operation 

DHCP is a client-server protocol that works over UDP (67 server, 68 

client). The usual mechanism for DHCP, called the “DORA” sequence, 

consists of four major types of messages: 

1. What does DHCP Discover Message: The client broadcasts a 

request for available DHCP servers. 

2. DHCP Offer: Servers send back available IP addresses and details 

about the lease. 

3. DHCP Request Arequestfrom client for a specific offered IP 

address. 

4. DHCP ACK: The server acknowledges the allocation of an address 

and supplies configuration options. 
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Notes 5. This happens both when a client first joins a network and when it 

renews an existing lease. 

DHCP Lease Management 

DHCP assigns IP addresses for a limited period, known as a lease, which 

can last anywhere from a few hours to a few days. The leasing method 

ensures effective distribution of the address network by recovering unused 

addresses. The phases of the lease lifecycle are: 

1. Initialous Task: The entire DORA sequence takes place. 

2. Lease Renewal: Halfway through the lease period, the client tries to 

renew the current lease by communicating with the original DHCP 

server. 

3. Lease Rebind: If renewal fails and 87.5 percent of the lease time 

has expired, the client broadcasts to all available DHCP servers. 

4. Lease Expiration: If bounce does not work, give up IP address and 

redeclare IP address. 

Configuration Parameters 

In addition to IP addresses, DHCP assigns many network parameters: 

• Subnet mask 

• Default gateway 

• DNS server addresses 

• Domain name 

• Time server addresses 

• NTP server addresses 

• Windows environments (Win Server Dynamic DNS) 

• Vendor-specific choices for some applications 

Such features will render DHCP indispensable to zero-configuration 

networking, wherein devices can connect to networks seamlessly rather 

than being manually configured. 

DHCP Variants and Security 

There are a few other flavors of DHCP that fulfill specific needs: 

• DHCPv6: For example, IPv6 networks 

• BOOTP: The precursor to DHCP, still used in certain 

environments 

• DHCP Relay: Propagates DHCP messages between subnets 

• Security considerations for DHCP are: 

• Man-in-middle attacks with rogue DHCP servers 

• DHCP snooping can help defend against rogue servers 
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Notes • There are authentication options for DHCP, but they are 

seldom used 

• IPsec as a security mechanism DHCPv6 

Nevertheless, amidst these concerns, DHCP remains a pillar of actual 

networking, especially in environments with transient devices. 

Telnet 

Telnet is one of the oldest remote access protocols that provides terminal 

emulation functionality to let a user log in to a device and control it 

remotely. Its security limitations, however, led to Telnet being replaced by 

more secure alternatives in most modern settings, despite its historical 

importance. 

Basic Operation 

Telnet is a basic client-server protocol: 

step 2: Telnet client establishes a connection to the server (usually on TCP 

port 23) 

• Terminal negotiation: The client and server communicate regarding 

terminal capabilities, through Network Virtual Terminal (NVT) 

protocol. 

• Command Processing: Once negotiation is done, the server 

processes commands given by the user and returns output for 

display. 

• Character Mode: Telnet sends each character as it is typed out, 

making it work well for interactive shell access. 

Telnet Command Structure 

Telnet sends control information in the data stream with a special byte 

called IAC (Interpret As Command) (0xFF) and command codes: 

• Option negotiation commands (WILL, WONT, DO, DONT) 

• Control functions (end-of-line markers, etc.) 

• Synchronization markers 

• Environment variables 

The key difference from more  recent protocols that separated control from 

data channels. 

Security Vulnerabilities 

Telnet has significant security vulnerabilities: 

• All communication, including authentication credentials, is 

sent unencrypted 

• No native encryption for confidentiality protection 

• There is no integrity checking to catch manipulation 
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Notes • Weak authentication methods 

• Vulnerable to session hijacking and man-in-the-middle 

attacks 

Because of these limitations, Telnet usage has plummeted in favor of SSH 

and other secure protocols. Today, most major operating systems and 

network devices do not ship with Telnet enabled by default, or they are 

removed entirely. 

Legacy Applications 

Although Telnet is obsolete for general-use, it is still used occasionally in 

certain situations: 

• Diagnostic TCP connections to the correct ports for TCP 

applications 

• Connecting to legacy systems that lack newer protocols 

• Legitimate internal networks where security risks are 

acceptable 

• Network devices lacking support for alternate protocols 

• However, Telnet is now outdated, and in most 

environments, it has been replaced by SSH and other secure 

remote access techniques. 

SSH (Secure Shell) 

SSH succeeded Telnet with secure network login, command, and file 

execution. Now the de facto standard for remote system administration, SSH 

provides a complete security architecture to protect both authentication and 

subsequent communications. 

Core Security Features 

SSH establishment multiple levels of security mechanisms: 

1. Robust Encryption: All traffic is protected with algorithms such as 

AES, ChaCha20, etc., negotiated during connection setup. 

2. Server Authentication: Ensures that the server is really the server 

and that no intermediary to intercepts the communication, using 

public key cryptography. 

Client Authentication: Can support any of: 

• Public key authentication (the most secure and commonly used) 

• Password authentication 

• Host-based authentication 

• Multi-factor options with keyboard-interactive authentication 

 Data integrity: Guarantees that messages cannot be garbled in transit using 

message authentication codes (MACs). 
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Notes Forward Secrecy: Ensures that past sessions cannot be decrypted even if 

long-term keys are compromised by employing ephemeral keys. 

Multiple Choice Questions (MCQs) 

1. Which of the following is a primary function of the Transport 

Layer? 

a) Routing packets 

b) Error correction and flow control 

c) Address resolution 

d) Data encryption 

2. Which protocol provides a connection-oriented and reliable 

service? 

a) UDP 

b) TCP 

c) ICMP 

d) ARP 

3. How many steps are there in the TCP 3-way handshake 

process? 

a) 1 

b) 2 

c) 3 

d) 4 

4. Which transport layer protocol is used for real-time 

applications like video streaming? 

a) TCP 

b) UDP 

c) HTTP 

d) FTP 

5. What does DHCP stand for? 

a) Dynamic Host Configuration Protocol 

b) Data Hosting and Communication Protocol 

c) Digital Hosting Control Protocol 

d) Domain Host Connection Protocol 

6. Which protocol is responsible for converting domain names into 

IP addresses? 

a) HTTP 

b) FTP 

c) DNS 

d) SMTP 
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Notes 7. Which application layer protocol is used for sending emails? 

a) FTP 

b) SSH 

c) SMTP 

d) DHCP 

8. Which protocol is used for secure remote login to a server? 

a) Telnet 

b) FTP 

c) SSH 

d) HTTP 

9. What is the main difference between TCP and UDP? 

a) TCP is unreliable, while UDP is reliable 

b) TCP is connection-oriented, while UDP is connectionless 

c) TCP is used for broadcasting, while UDP is not 

d) UDP always requires acknowledgments 

10. Which of the following is NOT an Application Layer protocol? 

a) HTTP 

b) TCP 

c) FTP 

d) DNS 

Short Answer Questions 

1. What are the main functions of the Transport Layer? 

2. Explain the difference between TCP and UDP with examples. 

3. What is a 3-way handshake in TCP? 

4. How does flow control work in TCP? 

5. Define error control and how it is implemented in TCP. 

6. What is the Client-Server Model in networking? 

7. How does HTTP work, and what is its purpose? 

8. Explain the role of DNS (Domain Name System) in networking. 

9. What is DHCP, and why is it important? 

10. Differentiate between Telnet and SSH in terms of security. 

Long Answer Questions 

1. Explain the functions and importance of the Transport Layer. 

2. Discuss the differences between TCP and UDP, including 

advantages and disadvantages. 

3. Explain the TCP connection establishment (3-way handshake) and 

termination process. 

4. Describe flow control and error control mechanisms in TCP. 
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Notes 5. Explain the Client-Server Model and its role in the Application 

Layer. 

6. Discuss common Application Layer protocols (HTTP, FTP, SMTP, 

DNS, DHCP, Telnet, SSH) and their uses. 

7. How does DNS work, and why is it essential in networking? 

8. What are the security vulnerabilities of Telnet, and how does SSH 

provide a secure alternative? 

9. Explain the role of DHCP in assigning IP addresses dynamically. 

10. Discuss the importance of network security in the Application Layer 

and best practices. 
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